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#### Abstract

We compare four numerical methods for the time discretization of linear coupled elliptic-parabolic systems. The monolithic method arising from an implicit Euler discretization is the primary method for solving the coupled system. An accelerated solution via noniterative decoupling is possible by the semi-explicit Euler discretization, using a novel methodology from related delay differential equations. For poroelasticity, the fixedstress splitting and the undrained splitting methods enable iterative decoupled solves. We present formulations for the iterative methods in an abstract form and derive the a priori convergence result. Finally, through numerical experiments, the a priori convergence results for the four methods are compared.
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## 1 Introduction

The quasi-static Biot poroelasticity model [4] results in a coupled elliptic-parabolic partial differential equation (PDE) system. This model finds application in ge-
omechanics, biomedicine, petroleum engineering, and many more areas. Linear thermoelasticity [5] is another example of a coupled elliptic-parabolic PDE system with the same structure as poroelasticity. The primary numerical time integration method for solving the coupled elliptic-parabolic PDE system is via the implicit Euler discretization [10]. This is combined with either the finite element method (FEM) or the finite volume method (FVM) [12] for spatial discretization. Although the implicit method is unconditionally stable, it does not allow for specialized preconditioners for the block solve of the elliptic and the parabolic parts separately. For poroelasticity applications, specialized iterative methods exist, which decouple the elliptic and the parabolic equations iteratively. This includes the fixed-stress and the undrained splitting methods which are analysed in [14] for the convergence of the iterative schemes. For the optimal convergence rate of the iterative schemes, tuning of an additional stabilization parameter is required. An accelerated method for solving the coupled elliptic-parabolic PDE system is the semi-explicit Euler discretization for time integration. A priori convergence of the semi-explicit time discretization together with FEM for spatial discretization is analysed using a novel
idea through the theory of delay differential equations [2]. This convergence result is established for a restrictive class of problems which satisfy a certain weak coupling condition. This is also established for certain nonlinear problems [1, 3]. In practice, the restrictive class actually encompasses a broad range of applications.

This article is devoted to a comparison of the mentioned time discretization methods for an abstract linear coupled elliptic-parabolic PDE system. The abstract setting and the problem are introduced in Section 2. The result on the existence of a weak solution for the coupled elliptic-parabolic PDE is stated in Section 3. The main contribution of this article is the formulation and proof of the existence of fixed-points for the iterative methods to decouple the abstract problem. The iterative decoupling is possible via two ways, either by first solving the decoupled parabolic equation and then solving the elliptic equation (Section 4.1), or first solving the decoupled elliptic equation and then solving the parabolic equation (Section 4.2). The convergence for these iterative methods for the abstract problem is shown for a restrictive class of problems satisfying some weak coupling conditions. We emphasize here that in contrast to the fixed-points of the above iterative methods for the abstract problem, the fixed-points for the iterative methods for the poroelasticity system are derived in [14] without any restrictive weak coupling conditions. In Section 5, the a priori convergence results for the implicit and the semi-explicit method are collected from [10] and [2]. Furthermore, the a priori convergence estimates for the iterative methods are derived using the contraction condition for fixed-points. Finally, in Section 6, for two different test problems, the convergence of the four methods

1. implicit Euler discretization,
2. semi-explicit Euler discretization,
3. elliptic-parabolic iterative decoupling with implicit Euler discretization, and
4. parabolic-elliptic iterative decoupling with implicit Euler discretization
is compared.

## 2 Abstract setting

To introduce the abstract problem of interest in this paper, we consider the following setting. Let $\Omega \subset \mathbb{R}^{m}$, $m \in\{2,3\}$ be a bounded Lipschitz domain and for $T>0$ let $[0, T]$ be the time interval over which the problem is defined. Let $\mathcal{V}:=\left[\mathscr{H}_{0}^{1}(\Omega)\right]^{m}$ and $\mathscr{Q}:=\mathscr{H}_{0}^{1}(\Omega)$ be the Hilbert spaces with the associated Gelfand triples $V \hookrightarrow \mathscr{H}_{V} \simeq \mathscr{H}_{V}{ }^{*} \hookrightarrow V^{*}$ and $\mathscr{Q} \hookrightarrow \mathscr{H}_{\mathscr{Q}} \simeq \mathscr{H}_{\mathscr{Q}}{ }^{*} \hookrightarrow \mathscr{Q}^{*}$, respectively, where $\mathscr{H}_{V}:=\left[\mathscr{L}^{2}(\Omega)\right]^{m}$ and $\mathscr{H}_{2}:=\mathscr{L}^{2}(\Omega)$
are the pivot spaces cf. [7, Sec. 5.2] . Let $a: V \times V) \rightarrow \mathbb{R}$, $b: \mathscr{Q} \times \mathscr{Q} \rightarrow \mathbb{R}$ be symmetric, continuous and elliptic bilinear forms. Let $c: \mathscr{H}_{2} \times \mathscr{H}_{\mathscr{2}} \rightarrow \mathbb{R}$ be a symmetric bilinear form that is continuous and elliptic in the pivot space $\mathscr{H}_{\mathscr{Q}}$. Let $d: V \times \mathscr{H}_{\mathscr{Q}} \rightarrow \mathbb{R}$ be a bounded bilinear form. The constants defining the properties of the bilinear forms are collected in the following assumption.

Assumption 1 (Bilinear forms). For the bilinear form $a: V \times V \rightarrow \mathbb{R}$, there exist some positive constants $c_{\mathrm{a}}$ and $C_{\mathrm{a}}$, such that

$$
a(u, u) \geq c_{\mathrm{a}}\|u\|_{\mathcal{V}}^{2}, \quad a(u, v) \leq C_{\mathrm{a}}\|u\|_{\mathcal{V}}\|v\|_{\mathcal{V}}
$$

for all $u, v \in \mathcal{V}$. For the bilinear form $b: \mathscr{Q} \times \mathscr{Q} \rightarrow \mathbb{R}$ there exist some positive constants $c_{\mathrm{b}}$ and $C_{\mathrm{b}}$ such that

$$
b(p, p) \geq c_{\mathrm{b}}\|p\|_{\mathscr{Q}}^{2}, \quad b(p, q) \leq C_{\mathrm{b}}\|p\|_{\mathscr{Q}}\|q\|_{\mathscr{Q}}
$$

for all $p, q \in \mathscr{Q}$. For the bilinear form $c: \mathscr{H}_{\mathscr{Q}} \times \mathscr{H}_{\mathscr{Q}} \rightarrow \mathbb{R}$ there exist some positive constants $c_{\mathrm{c}}$ and $C_{\mathrm{c}}$ such that

$$
c(p, p) \geq c_{\mathrm{c}}\|p\|_{\mathscr{H}_{\mathscr{Q}}}^{2}, \quad c(p, q) \leq C_{\mathrm{c}}\|p\|_{\mathscr{H}_{\mathscr{Q}}}\|q\|_{\mathscr{H}_{\mathscr{Q}}}
$$

for all $p, q \in \mathscr{H}_{\mathscr{Q}}$. The continuity of the bilinear form $d: V \times \mathscr{H}_{2} \rightarrow \mathbb{R}$ is defined in two ways, i.e., there exist some positive constants $C_{\mathrm{d}}$ and $\tilde{C}_{\mathrm{d}}$ such that

$$
d(u, p) \leq C_{\mathrm{d}}\|u\|_{\mathcal{V}}\|p\|_{\mathscr{H}_{\mathscr{Q}}}, \quad d(u, p) \leq \tilde{C}_{\mathrm{d}}\|u\|_{\mathscr{H}_{V}}\|p\|_{\mathscr{Q}}
$$

for all $u \in \mathcal{V}$ and $p \in \mathscr{Q}$. The bilinear form $\mathfrak{a} \in\{a, b, c\}$ defines a natural norm $\|y\|_{\mathfrak{a}}:=\sqrt{\mathfrak{a}(y, y)}$ where y belongs to an appropriate space $\mathscr{Y}$ defined by the bilinear form. Furthermore,

$$
c_{\mathfrak{a}}\|y\|_{\mathscr{Y}}^{2} \leq\|y\|_{\mathfrak{a}}^{2} \leq C_{\mathfrak{a}}\|y\|_{\mathscr{Y}}^{2} .
$$

Given the bilinear forms, an abstract linear ellipticparabolic PDE in the weak form with Dirichlet boundary conditions reads as follows.

Definition 2 (Abstract problem). Given source terms $f:[0, T] \rightarrow V^{*}, g:[0, T] \rightarrow \mathscr{Q}^{*}$ which are sufficiently smooth, find abstract functions $(u, p):[0, T] \rightarrow V \times \mathscr{Q}$ such that for a. e. $t \in[0, T]$ it holds that

$$
\begin{align*}
a(u, v)-d(v, p) & =\langle f, v\rangle  \tag{1a}\\
d(\dot{u}, q)+c(\dot{p}, q)+b(p, q) & =\langle g, q\rangle \tag{lb}
\end{align*}
$$

for all test functions $v \in \mathcal{V}, q \in \mathscr{Q}$. Furthermore, the initial conditions

$$
\begin{equation*}
u(0, \cdot)=u^{0} \in \mathcal{V}, \quad p(0, \cdot)=p^{0} \in \mathscr{H}_{2} \tag{1c}
\end{equation*}
$$

are consistently defined through (1a), i.e., we assume $a\left(u^{0}, v\right)-d\left(v, p^{0}\right)=\left\langle f^{0}, v\right\rangle$ for all $v \in \mathcal{V}$.

The bilinear form $d$ couples the two equations (1a) and (1b). Without the coupling term, (1a) is elliptic in $u$ and (1b) is parabolic in $p$. To measure the coupling between the two equations, we can introduce

$$
\omega:=\frac{C_{\mathrm{d}}^{2}}{c_{\mathrm{a}} c_{\mathrm{c}}}
$$

The quasi-static Biot poroelasticity model is one example for the abstract problem defined in Definition 2. Linear thermoelasticity is another example.

Example 3 (Poroelasticity [4]). The quasi-static Biot poroelasticity model is given by

$$
\begin{align*}
-\nabla \cdot \sigma(u)+\alpha \nabla p & =f  \tag{2a}\\
\frac{\partial}{\partial t}\left(\frac{1}{M} p+\alpha \nabla \cdot u\right)-\nabla \cdot\left(\frac{\kappa}{v} \nabla p\right) & =g \tag{2b}
\end{align*}
$$

The quantities of interest are the displacement of the solid porous medium $u:[0, T] \times \Omega \rightarrow \mathbb{R}^{m}$ and the pressure of the fluid in the pores $p:[0, T] \times \Omega \rightarrow \mathbb{R}$. The point-wise Cauchy stress tensor $\sigma(t, x): \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ for $(t, x) \in[0, T] \times \Omega$ encodes the internal forces in the solid porous medium and relates linearly to symmetric gradient of displacement $\varepsilon(u)$. This is given by Hooke's law characterized by the positive Lamé constants $\lambda$ and $\mu[6]$. The right-hand sides $f:[0, T] \times \Omega \rightarrow \mathbb{R}^{m}$ and $g$ : $[0, T] \times \Omega \rightarrow \mathbb{R}$ represent appropriate source terms. The quantities $\alpha, M$, and $\frac{\kappa}{v}$ are positive constant poroelasticity parameters. The definitions of the bilinear forms in Definition 2 for the case of poroelasticity (2) take the form

$$
\begin{array}{ll}
a(u, v):=\int_{\Omega} \sigma(u): \varepsilon(v) \mathrm{d} x, & b(p, q):=\int_{\Omega} \frac{\kappa}{v} \nabla p \cdot \nabla q \mathrm{~d} x \\
c(p, q):=\int_{\Omega} \frac{1}{M} p q \mathrm{~d} x, & d(u, q):=\int_{\Omega} \alpha(\nabla \cdot u) q \mathrm{~d} x
\end{array}
$$

These definitions satisfy the assumed properties for the bilinear forms in Assumption 1 cf. [2].

Example 4 (Thermoelasticity [5]). Thermoelasticity describes the displacement $u:[0, T] \times \Omega \rightarrow \mathbb{R}^{m}$ of a solid body deforming under the influence of a temperature field $p:[0, T] \times \Omega \rightarrow \mathbb{R}$. The structure of the bilinear forms in thermoelasticity are similar to those of the poroelasticity, except for the reinterpretation of some constants. Here, the constant $\alpha$ in the bilinear form $d$ (cf. Example 3), which couples the two equations is interpreted as the thermal expansion coefficient.

It is convenient to adopt the operator notation for (1). Hence, for the bilinear forms, we associate operators and consider (1) in operator notation.

Definition 5 (Operators associated with bilinear forms). Let $\mathscr{A}: V \rightarrow V^{*}, \mathscr{B}: \mathscr{Q} \rightarrow \mathscr{Q}^{*}, \mathscr{C}: \mathscr{H}_{\mathscr{Q}} \rightarrow \mathscr{H}_{\mathscr{Q}}^{*}$ and $\mathscr{D}$ : $\mathscr{H}_{\mathscr{Q}} \rightarrow V^{*}$ be the operators associated with the the bilinear forms $a, b, c$ and $d$, respectively. The definitions are given as

$$
\begin{aligned}
\langle\mathscr{A} u, v\rangle:=a(u, v), & & \langle\mathscr{B} p, q\rangle:=b(p, q), \\
\langle\mathscr{C} p, q\rangle:=c(p, q), & & \langle\mathscr{D} p, v\rangle:=d(v, p) .
\end{aligned}
$$

We consider $\mathscr{D}^{*}: V \rightarrow \mathscr{H}_{\mathscr{Q}}^{*}$ for the adjoint of $\mathscr{D}$.
The operator notation of (1) reads for a. e. $t \in[0, T]$,

$$
\begin{align*}
\mathscr{A} u-\mathscr{D} p=f & \text { in } V^{*},  \tag{3a}\\
\mathscr{D}^{*} \dot{u}+\mathscr{C} \dot{p}+\mathscr{B} p=g & \text { in } \mathscr{Q}^{*} . \tag{3b}
\end{align*}
$$

## 3 Existence theorems

We collect results on the existence of unique solutions for elliptic and parabolic PDEs in the weak form. This will then be used to prove the existence of a unique weak solution of the coupled system (1). For elliptic PDEs, the Lax-Milgram theorem provides the unique existence of a solution.

Theorem 6 (Lax-Milgram [11, Ch. 6, Th. 1]). Consider a continuous elliptic bilinear form $a: V / V) \rightarrow \mathbb{R}$ defined on a Hilbert space $\sqrt[V]{ }$ and let $f \in V^{*}$. Then there exists a unique solution $u \in \mathscr{V}$ such that

$$
a(u, v)=\langle f, v\rangle \quad \text { for all } v \in \mathcal{V}
$$

For parabolic PDEs, an analogue of the Lax-Milgram theorem is the Lions theorem which we state below in a slightly modified form.

Theorem 7 (J. L. Lions [13, Ch. 3, Th. 4.2 with Th. 1.1]). Consider the Hilbert spaces $\mathscr{Q} \subset \mathscr{H}_{\mathscr{Q}} \subset \mathscr{Q}^{*}$ with a Gelfand triple structure, a continuous and elliptic bilinear form $b: \mathscr{Q} \times \mathscr{Q} \rightarrow \mathbb{R}$ and a monotone operator $\mathscr{T}: \mathscr{H}_{\mathscr{Q}} \rightarrow \mathscr{H}_{\mathscr{Q}}$ with an appropriate extension $\widehat{\mathscr{T}}: \mathscr{Q}^{*} \rightarrow \mathscr{Q}^{*}$ defined as

$$
\left\langle\widehat{\mathscr{T}} \frac{\mathrm{d}}{\mathrm{~d} t} p, q\right\rangle:=\left\langle\frac{\mathrm{d}}{\mathrm{~d} t}(\mathscr{T} p), q\right\rangle:=\frac{\mathrm{d}}{\mathrm{~d} t}(\mathscr{T} p, q)_{\mathscr{H}_{\mathscr{Q}}}
$$

for all $p, q \in \mathscr{H}_{2}$. Then, given $g \in \mathscr{L}^{2}\left(0, T ; \mathscr{Q}^{*}\right)$ and $p^{0} \in$ $\mathscr{H}_{2}$, there exists a unique

$$
p \in \mathscr{L}^{2}(0, T ; \mathscr{Q}) \cap \mathscr{H}^{1}\left(0, T ; \mathscr{Q}^{*}\right) \hookrightarrow \mathscr{C}\left([0, T] ; \mathscr{H}_{\mathscr{Q}}\right)
$$

satisfying the evolution problem for a. e. $t \in[0, T]$,

$$
\begin{aligned}
\left\langle\widehat{\mathscr{T}} \frac{\mathrm{d}}{\mathrm{~d} t} p(t), q\right\rangle+b(p, q) & =\langle g(t), q\rangle \text { for all } q \in \mathscr{Q}, \\
p(0) & =p^{0}
\end{aligned}
$$

Theorem 7 follows from [13, Ch. 3,Th. 1.1], where we check the monotone property of the first infnitesimal generator operator.

Remark 8 (Extension of $\mathscr{T}$ to $\widehat{\mathscr{T}}$ ). Since the operator $\mathscr{T}$ : $\mathscr{H}_{2} \rightarrow \mathscr{H}_{\mathscr{Q}}$ preserves the regularity (i.e., no spatial differentiation operation is involved) and $g \in \mathscr{L}^{2}\left(0, T ; \mathscr{Q}^{*}\right)$, it is customary to seek $\frac{\mathrm{d}}{\mathrm{d} t} p \in \mathscr{L}^{2}\left(0, T ; \mathscr{Q}^{*}\right)$ (cf. [15, Ch. 23]). Furthermore, we identify $\widehat{\mathscr{T}}$ with $\mathscr{T}$ while the mapping is understood implicitly.

Theorem 9 (Existence of a unique weak solution). Consider given consistent initial data $u^{0} \in \mathcal{V}, p^{0} \in \mathscr{H}_{\mathscr{Q}}$ and right-hand sides $f \in \mathscr{H}^{1}\left(0, T ; V^{*}\right), g \in \mathscr{L}^{2}\left(0, T ; \mathscr{Q}^{*}\right)$. Under Assumption 1 and Definition 5, system (3) has a unique weak solution

$$
\begin{aligned}
& p \in \mathscr{L}^{2}(0, T ; \mathscr{Q}) \cap \mathscr{H}^{1}\left(0, T ; \mathscr{Q}^{*}\right) \hookrightarrow \mathscr{C}\left([0, T] ; \mathscr{H}_{\mathscr{Q}}\right) \text { and } \\
& u \in \mathscr{C}([0, T] ; \mathcal{V}) .
\end{aligned}
$$

Proof. The assumptions imply the existence of $\mathscr{A}^{-1}$. Hence, solving for $u$ from (3a) yields

$$
u(t)=\mathscr{A}^{-1}(f(t)+\mathscr{D} p(t))
$$

which on substituting in (3b) after differentiating w.r.t $t$ gives

$$
\begin{equation*}
\left(\mathscr{C}+\mathscr{D}^{*} \mathscr{A}^{-1} \mathscr{D}\right) \dot{p}+\mathscr{B} p=g-\mathscr{D}^{*} \mathscr{A}^{-1} \dot{f} \tag{4}
\end{equation*}
$$

which is a parabolic PDE in $p$. The right-hand side satisfies $g-\mathscr{D}^{*} \mathscr{A}^{-1} \dot{f} \in \mathscr{L}^{2}\left(0, T ; \mathscr{Q}^{*}\right)$ which is easily verifiable from the definition of the operators. The bilinear form associated with the operator $\mathscr{B}$ is elliptic by assumption. To check the monotonicity of the operator $\mathscr{T}:=\mathscr{C}+\mathscr{D}^{*} \mathscr{A}^{-1} \mathscr{D}$, we see that the bilinear form associated with $\mathscr{C}$ is elliptic in $\mathscr{H}_{\mathscr{Q}}$ and $\left\langle\mathscr{D}^{*} \mathscr{A}^{-1} \mathscr{D} p, p\right\rangle=$ $\left\langle\mathscr{A}^{-1} \mathscr{D} p, \mathscr{D} p\right\rangle \geq 0$ for all $p \in \mathscr{H}_{\mathscr{Q}}$. Hence, all the assumptions of Theorem 7 are satisfied and we are guaranteed a unique solution

$$
p \in \mathscr{L}^{2}(0, T ; \mathscr{Q}) \cap \mathscr{H}^{1}\left(0, T ; \mathscr{Q}^{*}\right) \hookrightarrow \mathscr{C}\left([0, T] ; \mathscr{H}_{\mathscr{Q}}\right) .
$$

Next, we observe that $f \in \mathscr{H}^{1}\left(0, T ; V^{*}\right) \hookrightarrow \mathscr{C}\left([0, T] ; V^{*}\right)$ and $\mathscr{D} p \in \mathscr{C}\left([0, T] ; V^{*}\right)$. Hence, by Theorem 6 , we get a unique $u \in \mathscr{C}([0, T] ; \mathscr{V})$.

## 4 Fixed-points of iterative decoupling methods

For poroelasticity, there exist iterative decoupling methods which allow for specialized solves of the mechanics (2a) and flow (2b) equations, separately. The convergence of the fixed-stress splitting and the undrained
splitting iterative methods for poroelasticity are analysed in [14]. We present the formulation of the iterative decoupling in the general case for the abstract problem (1).

For defining the iterative methods, let the index $i$ denote the iteration number for the field values at a given time $t \in[0, T]$. Define the error between the field values at two successive iterates as

$$
e_{u}^{i+1}:=u^{i+1}-u^{i}, \quad e_{p}^{i+1}:=p^{i+1}-p^{i}
$$

and denote their time derivatives as

$$
\dot{e}_{u}^{i+1}=\dot{u}^{i+1}-\dot{u}^{i}, \quad \dot{e}_{p}^{i+1}=\dot{p}^{i+1}-\dot{p}^{i}
$$

Note that $e_{u}^{i+1}(0)=0$ and $e_{p}^{i+1}(0)=0$. For the product space $\mathscr{S}:=\mathscr{C}([0, T] ; \mathcal{V}) \times \mathscr{C}\left([0, T] ; \mathscr{H}_{\mathscr{Q}}\right)$, define a distance function $d_{t}: \mathscr{S} \times \mathscr{S} \rightarrow \mathbb{R}_{+}$using the error terms as

$$
\begin{align*}
& d_{t}^{2}\left(\left(u^{i+1}, p^{i+1}\right),\left(u^{i}, p^{i}\right)\right):= \\
& c_{a} \int_{0}^{t}\left\|\dot{e}_{u}^{i+1}(s)\right\|_{V}^{2} \mathrm{~d} s+c_{c} \int_{0}^{t}\left\|\dot{e}_{p}^{i+1}(s)\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \mathrm{~d} s \\
& \quad+\max _{0 \leq \mathrm{s} \leq t} c_{b}\left\|e_{p}^{i+1}(s)\right\|_{\mathscr{Q}}^{2} \tag{5}
\end{align*}
$$

In the forthcoming analysis, we will use the following result.

Lemma 10. Suppose $\xi, \delta>0$. Then

$$
2(1+\delta)(\delta+\xi)<1
$$

## if and only if

$$
\xi<\frac{1}{2} \quad \text { and } \quad \delta<-\frac{1}{2}(1+\xi)+\frac{1}{2} \sqrt{(1-\xi)^{2}+2}
$$

Proof. It is easy to see the if part of the statement. To see that the converse is true, we first observe that $\xi, \delta>0$ together with

$$
2(1+\delta)(\xi+\delta)=2 \xi+2 \delta \xi+2 \delta(1+\delta)<1
$$

implies $\xi<\frac{1}{2}$. Next, we observe that the discriminant of the quadratic equation

$$
\begin{equation*}
\delta^{2}+(\xi+1) \delta+\xi-\frac{1}{2}=0 \tag{6}
\end{equation*}
$$

is $(1-\xi)^{2}+2 \geq 9 / 4$. Hence

$$
2(1+\delta)(\delta+\xi)<1 \quad \text { or } \quad\left(\delta-\delta_{1}\right)\left(\delta-\delta_{2}\right)<0
$$

if $\delta_{1}<\delta<\delta_{2}$, where $\delta_{1}, \delta_{2}$ are roots of (6). But $\delta_{1}<0$ and since $\xi<\frac{1}{2}$ we get

$$
\delta_{2}=-\frac{1}{2}(1+\xi)+\frac{1}{2} \sqrt{(1-\xi)^{2}+2}>0
$$

### 4.1 Parabolic-elliptic iterative decoupling

To decouple system (3), we formally set

$$
\begin{equation*}
\mathscr{D}^{*} u^{i+1}:=\mathscr{D}^{*} u^{i}+L_{\mathscr{F}} \mathscr{F}\left(p^{i+1}-p^{i}\right) \tag{7}
\end{equation*}
$$

for a given operator $\mathscr{F}: \mathscr{H}_{\mathscr{2}} \rightarrow \mathscr{H}_{\mathscr{Q}}$ and a constant $L_{\mathscr{F}} \in$ $\mathbb{R}_{+}$. When the derivative of (7) is substituted in (3b), (3) yields the decoupled system

$$
\begin{align*}
\mathscr{A} u^{i+1}-\mathscr{D} p^{i+1} & =f  \tag{8a}\\
\mathscr{D}^{*} \dot{u}^{i}+L_{\mathscr{F}} \mathscr{F}\left(\dot{p}^{i+1}-\dot{p}^{i}\right)+\mathscr{C} \dot{p}^{i+1}+\mathscr{B} p^{i+1} & =g \tag{8b}
\end{align*}
$$

We immediately see from Theorem 7 and the proof of Theorem 9, that it is sufficient to assume that the operator $L_{\mathscr{F}} \mathscr{F}$ is monotone for unique solvability of $p^{i+1}$ from (8b) given $\left(u^{i}, p^{i}\right)$. This leads to Lemma 11. We assume the following properties of $\mathscr{F}$ :

$$
\begin{align*}
0 & \leq L_{\mathscr{F}}\langle\mathscr{F} p, p\rangle,  \tag{9a}\\
\langle\mathscr{F} p, q\rangle & \leq C_{\mathscr{F}}\|p\|_{\mathscr{H}_{\mathscr{Q}}}\|q\|_{\mathscr{H}_{\mathscr{Q}}} \tag{9b}
\end{align*}
$$

for all $p, q \in \mathscr{H}_{2}$.
Lemma 11. Let $\zeta_{\mathscr{F}}: \mathscr{S} \rightarrow \mathscr{S}$ be defined for a. e. $t$ in $[0, T]$ as $\zeta_{\mathscr{F}}\left(u^{i}, p^{i}\right):=\left(u^{i+1}, p^{i+1}\right)$ with $\left(u^{i+1}, p^{i+1}\right)$ being the solution to (8). If $L_{\mathscr{F}} \mathscr{F}$ is monotone, then $\zeta_{\mathscr{F}}$ is welldefined.

Example 12 (Fixed-stress splitting in poroelasticity [14]). The decoupling condition for the fixed-stress splitting in poroelasticity is given by

$$
\nabla \cdot u^{i+1}=\nabla \cdot u^{i}+L \frac{\alpha}{K_{\mathrm{dr}}}\left(p^{i+1}-p^{i}\right)
$$

where $K_{\mathrm{dr}}$ is another poroelasticity parameter, and $L \in$ $\mathbb{R}_{+}$is an additional stabilization parameter. Here $L_{\mathscr{F}} \mathscr{F}$ is monotone with $L_{\mathscr{F}}=L$, and $\mathscr{F}=\frac{\alpha^{2}}{K_{\mathrm{dr}}} \mathscr{I}$ where $\mathscr{I}$ is the identity operator.

Theorem 13. Consider $\zeta_{\mathscr{F}}: \mathscr{S} \rightarrow \mathscr{S}$ from Lemma 11. Let $\xi_{\mathscr{F}}:=\left(L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}\right) / c_{\mathrm{c}}^{2}$. Suppose the conditions of Lemma 11 hold and

$$
\begin{equation*}
\xi_{\mathscr{F}}<\frac{1}{2}, \quad \omega<-\frac{1}{2}\left(1+\xi_{\mathscr{F}}\right)+\frac{1}{2} \sqrt{\left(1-\xi_{\mathscr{F}}\right)^{2}+2} . \tag{10}
\end{equation*}
$$

Then $\zeta_{\mathscr{F}}$ is a contraction map and has a unique fixed point.
Proof. Taking the difference between two successive iterates of the system obtained after differentiating (8a) w.r.t. $t$ gives

$$
\begin{align*}
& a\left(\dot{e}_{u}^{i+1}, v\right)=d\left(v, \dot{e}_{p}^{i+1}\right),  \tag{11a}\\
& L_{\mathscr{F}}\left\langle\mathscr{F} \dot{e}_{p}^{i+1}, q\right\rangle+c\left(\dot{e}_{p}^{i+1}, q\right) \\
&+b\left(e_{p}^{i+1}, q\right)=-d\left(\dot{e}_{u}^{i}, q\right)+L_{\mathscr{F}}\left\langle\mathscr{F} \dot{e}_{p}^{i}, q\right\rangle \tag{11b}
\end{align*}
$$

for all test functions $v \in \mathcal{V}, q \in \mathscr{Q}$. Testing (11a) with $v=\dot{e}_{u}^{i+1}$ and using Assumption 1 together with an application of the weighted Young's inequality yields

$$
\begin{aligned}
c_{\mathrm{a}}\left\|\dot{e}_{u}^{i+1}\right\|_{V}^{2} \leq a\left(\dot{e}_{u}^{i+1}, \dot{e}_{u}^{i+1}\right) & =d\left(\dot{e}_{u}^{i+1}, \dot{e}_{p}^{i+1}\right) \\
& \leq C_{\mathrm{d}}\left\|\dot{e}_{u}^{i+1}\right\|_{\mathcal{V}}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H}_{\mathscr{Q}}} \\
& \leq \frac{\delta}{2}\left\|\dot{e}_{u}^{i+1}\right\|_{V}^{2}+\frac{1}{2 \delta} C_{\mathrm{d}}^{2}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2}
\end{aligned}
$$

which on choosing $\delta=c_{\mathrm{a}}$ simplifies to

$$
\begin{equation*}
c_{\mathrm{a}}\left\|\dot{e}_{u}^{i+1}\right\|_{V}^{2} \leq \omega c_{\mathrm{c}}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H}_{2}}^{2} \tag{12}
\end{equation*}
$$

Next, testing (11b) with $q=\dot{e}_{p}^{i+1}$, together with Assumption 1 we have

$$
\begin{aligned}
& L_{\mathscr{F}}\left\langle\mathscr{F} \dot{e}_{p}^{i+1}, \dot{e}_{p}^{i+1}\right\rangle+c_{\mathrm{c}}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H} \mathscr{Q}^{2}}^{2}+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|e_{p}^{i+1}\right\|_{b}^{2} \\
& \leq C_{\mathrm{d}}\left\|\dot{e}_{u}^{i}\right\|_{\mathcal{V}}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H}_{2}} \\
& +L_{\mathscr{F}}\left\langle\mathscr{F} \dot{e}_{p}^{i}, \dot{e}_{p}^{i+1}\right\rangle,
\end{aligned}
$$

which on using (9) and the weighted Young's inequality simplifies to

$$
\begin{aligned}
c_{\mathrm{c}}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2}+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|e_{p}^{i+1}\right\|_{b}^{2} \leq & \frac{\delta}{2}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2}+\frac{1}{2 \delta} C_{\mathrm{d}}^{2}\left\|\dot{e}_{u}^{i}\right\|_{V}^{2} \\
& +\frac{\delta}{2}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \\
& +\frac{1}{2 \delta} L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}\left\|\dot{e}_{p}^{i}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2}
\end{aligned}
$$

Choosing $\delta=\frac{1}{2} c_{\mathrm{c}}$ and simplifying the right-hand side gives

$$
\begin{aligned}
c_{\mathrm{c}}\left\|\dot{e}_{p}^{i+1}\right\|_{\not \mathscr{H}_{\mathscr{Q}}}^{2}+\frac{\mathrm{d}}{\mathrm{~d} t}\left\|e_{p}^{i+1}\right\|_{b}^{2} \leq & 2\left(\frac{C_{\mathrm{d}}^{2}}{c_{\mathrm{a}} c_{\mathrm{c}}}+\frac{L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}}{c_{\mathrm{c}}^{2}}\right) \\
& \left\{c_{\mathrm{a}}\left\|\dot{e}_{u}^{i}\right\|_{V}^{2}+c_{\mathrm{c}}\left\|\dot{e}_{p}^{i}\right\|_{\not \mathscr{H}_{\mathscr{Q}}}^{2}\right\} .
\end{aligned}
$$

Integrating and taking the supremum yields

$$
\begin{align*}
& \left\{c_{\mathrm{c}} \int_{0}^{t}\left\|\dot{e}_{p}^{i+1}(s)\right\|_{\mathscr{H _ { \mathscr { Q } }}}^{2} \mathrm{~d} s+\max _{0 \leq \mathrm{s} \leq \mathrm{t}} c_{\mathrm{b}}\left\|e_{p}^{i+1}(s)\right\|_{\mathscr{Q}}^{2}\right\} \\
& \quad \leq 2\left(\frac{C_{\mathrm{d}}^{2}}{c_{\mathrm{a}} c_{\mathrm{c}}}+\frac{L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}}{c_{\mathrm{c}}^{2}}\right) \\
& \quad\left\{c_{\mathrm{a}} \int_{0}^{t}\left\|\dot{e}_{u}^{i}(s)\right\|_{V}^{2} \mathrm{~d} s+c_{\mathrm{c}} \int_{0}^{t}\left\|\dot{e}_{p}^{i}(s)\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \mathrm{~d} s\right\} \tag{13}
\end{align*}
$$

Integrating (12), combining with (13), and adding appropriate positive terms on the right-hand side, we finally
obtain

$$
\begin{align*}
& \left\{c_{\mathrm{a}} \int_{0}^{t}\left\|\dot{e}_{u}^{i+1}(s)\right\|_{V}^{2} \mathrm{~d} s+c_{\mathrm{c}} \int_{0}^{t}\left\|\dot{e}_{p}^{i+1}(s)\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \mathrm{~d} s\right. \\
& \left.+\max _{0 \leq \mathrm{s} \leq \mathrm{t}} c_{\mathrm{b}}\left\|e_{p}^{i+1}(s)\right\|_{\mathscr{Q}}^{2}\right\} \\
& \leq 2(1+\omega)\left(\omega+\frac{L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}}{c_{\mathrm{c}}^{2}}\right) \\
& \quad\left\{c_{\mathrm{a}} \int_{0}^{t}\left\|\dot{e}_{u}^{i}(s)\right\|_{\mathscr{V}}^{2} \mathrm{~d} s+c_{\mathrm{c}} \int_{0}^{t}\left\|\dot{e}_{p}^{i}(s)\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \mathrm{~d} s\right. \\
& \left.\quad+\max _{0 \leq \mathrm{s} \leq \mathrm{t}} c_{\mathrm{b}}\left\|e_{p}^{i}(s)\right\|_{\mathscr{Q}}^{2}\right\} . \tag{14}
\end{align*}
$$

With the definition of the distance function (5), (14) reads

$$
d_{t}^{2}\left(\left(u^{i+1}, p^{i+1}\right),\left(u^{i}, p^{i}\right)\right) \leq \gamma_{\mathscr{F}}^{2} d_{t}^{2}\left(\left(u^{i}, p^{i}\right),\left(u^{i-1}, p^{i-1}\right)\right)
$$

with

$$
\gamma_{\mathscr{F}}^{2}:=2(1+\omega)\left(\omega+\frac{L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}}{c_{\mathrm{c}}^{2}}\right)
$$

For this to be a contraction, i.e., $\gamma_{\mathscr{F}}<1$, using Lemma 10 we get the conditions (10). From contraction mapping principles [8, Th. 3.1], the iterative system (8) admits a fixed-point under the conditions (10).

### 4.2 Elliptic-parabolic iterative decoupling

An alternate way to decouple the equations (3) is to formally set

$$
\begin{equation*}
p^{i+1}:=p^{i}-L_{\mathscr{U}} \mathscr{U}\left(u^{i+1}-u^{i}\right) \tag{15}
\end{equation*}
$$

for a given operator $\mathscr{U}: V \rightarrow \mathscr{H}_{\mathscr{Q}}$ and a constant $L_{\mathscr{U}} \in$ $\mathbb{R}_{+}$. When (15) is substituted in (3a), (3) yields the decoupled system

$$
\begin{align*}
\mathscr{A} u^{i+1}-\mathscr{D} p^{i}+L_{\mathscr{U}} \mathscr{D} \mathscr{U}\left(u^{i+1}-u^{i}\right) & =f  \tag{16a}\\
\mathscr{D}^{*} \dot{u}^{i+1}+\mathscr{C} \dot{p}^{i+1}+\mathscr{B} p^{i+1} & =g . \tag{16b}
\end{align*}
$$

We immediately see from Theorem 6 and the proof of Theorem 9 that it is sufficient for the operator $\mathscr{D} \mathscr{U}$ to be continuous and monotone for unique solvability of $u^{i+1}$ from (16a) given $\left(u^{i}, p^{i}\right)$. Hence, this leads to Lemma 14. Defining $C_{\mathscr{D} \mathscr{U}}$ to be the positive continuity constant of $\mathscr{D} \mathscr{U}$, we formally have

$$
\begin{align*}
0 & \leq\langle\mathscr{D} \mathscr{U} u, u\rangle,  \tag{17a}\\
\langle\mathscr{D} \mathscr{U} u, v\rangle & \leq C_{\mathscr{D} \mathscr{U}}\|u\|_{\mathcal{V}}\|v\|_{\mathcal{V}} \tag{17b}
\end{align*}
$$

for all test functions $u, v \in \mathcal{V}$.
Lemma 14. Let $\zeta_{\mathscr{U}}: \mathscr{S} \rightarrow \mathscr{S}$ be defined for a. e. $t$ in $[0, T]$ as $\zeta_{\mathscr{U}}\left(u^{i}, p^{i}\right):=\left(u^{i+1}, p^{i+1}\right)$ where $\left(u^{i+1}, p^{i+1}\right)$ being the solution to (16). If $\mathscr{D} \mathscr{U}$ is continuous and monotone, then $\zeta_{\mathscr{U}}$ is well-defined.

Example 15 (Undrained splitting in poroelasticity [14]). The decoupling condition for the undrained splitting in poroelasticity is given by

$$
p^{i+1}=p^{i}-L M \alpha \nabla \cdot\left(u^{i+1}-u^{i}\right)
$$

where $L \in \mathbb{R}_{+}$is an additional stabilization parameter. This equation fits (15) for $L_{\mathscr{U}}=L$ and $\mathscr{U}=M \alpha \nabla \cdot$. But,

$$
\langle\mathscr{D} \mathscr{U} u, u\rangle=\left\langle M \alpha^{2} \nabla \nabla \cdot u, u\right\rangle=-M \alpha^{2}\langle\nabla \cdot u, \nabla \cdot u\rangle \leq 0
$$

is not monotone. However, with the free parameter $L_{\mathscr{U}}$, we can ensure the necessary condition that $\mathscr{A}+L_{\mathscr{U}} \mathscr{D} \mathscr{U}$ is elliptic.

Theorem 16. Consider $\zeta_{\mathscr{U}}: \mathscr{S} \rightarrow \mathscr{S}$ from Lemma 14. Let $\xi_{\mathscr{D U U}}:=\left(L_{\mathscr{U}}^{2} C_{\mathscr{D} U}^{2}\right) / c_{\mathrm{a}}^{2}$. Suppose the conditions of the Lemma 14 hold and

$$
\begin{equation*}
\xi_{\mathscr{D U}}<\frac{1}{2}, \quad \omega<-\frac{1}{2}\left(1+\xi_{\mathscr{D} \mathscr{U}}\right)+\frac{1}{2} \sqrt{\left(1-\xi_{\mathscr{D} U}\right)^{2}+2} . \tag{18}
\end{equation*}
$$

Then $\zeta_{\mathscr{U}}$ is a contraction map and has a unique fixed point.

Proof. Taking the difference between two successive iterates of the system obtained after differentiating (16a) w.r.t. $t$ gives

$$
\begin{gather*}
a\left(\dot{e}_{u}^{i+1}, v\right)+L_{\mathscr{U}}\left\langle\mathscr{D} \mathscr{U} \dot{e}_{u}^{i+1}, v\right\rangle= \\
d\left(v, \dot{e}_{p}^{i}\right)+L_{\mathscr{U}}\left\langle\mathscr{D} \mathscr{U} \dot{e}_{u}^{i}, v\right\rangle,  \tag{19a}\\
d\left(\dot{e}_{u}^{i+1}, q\right)+c\left(\dot{e}_{p}^{i+1}, q\right)+b\left(e_{p}^{i+1}, q\right)=0 \tag{19b}
\end{gather*}
$$

for all test functions $v \in \mathcal{V}, q \in \mathscr{Q}$. Testing (19a) with $v=\dot{e}_{u}^{i+1}$, using Assumption 1, and (17), we obtain

$$
\begin{aligned}
c_{\mathrm{a}}\left\|\dot{e}_{u}^{i+1}\right\|_{\mathcal{V}}^{2} \leq & C_{\mathrm{d}}\left\|\dot{e}_{u}^{i+1}\right\|_{\mathcal{V}}\left\|\dot{e}_{p}^{i}\right\|_{\mathscr{H}_{\mathscr{Q}}} \\
& +L_{\mathscr{U}} C_{\mathscr{D} \mathscr{U}}\left\|\dot{e}_{u}^{i}\right\|_{\mathcal{V}}\left\|\dot{e}_{u}^{i+1}\right\|_{\mathcal{V}}
\end{aligned}
$$

On application of the weighted Young's inequality for the terms on the right-hand side, the above estimate becomes

$$
\begin{aligned}
c_{\mathrm{a}}\left\|\dot{e}_{u}^{i+1}\right\|_{V}^{2} \leq & \frac{\delta}{2}\left\|\dot{e}_{u}^{i+1}\right\|_{V}^{2}+\frac{1}{2 \delta} C_{\mathrm{d}}^{2}\left\|\dot{e}_{p}^{i}\right\|_{\mathscr{\mathscr { R } _ { \mathscr { O } }}}^{2} \\
& +\frac{\delta}{2}\left\|\dot{e}_{u}^{i+1}\right\|_{V}^{2}+\frac{1}{2 \delta} L_{\mathscr{U}}^{2} C_{\mathscr{D} \mathscr{U}}^{2}\left\|\dot{e}_{u}^{i}\right\|_{V}^{2}
\end{aligned}
$$

Choosing $\delta=\frac{1}{2} c_{\mathrm{a}}$ leads to

$$
\begin{align*}
c_{\mathrm{a}}\left\|\dot{e}_{u}^{i+1}\right\|_{\mathcal{V}}^{2} \leq & 2\left(\frac{C_{\mathrm{d}}^{2}}{c_{\mathrm{a}} c_{\mathrm{c}}}+\frac{L_{\mathscr{U}}^{2} C_{\mathscr{O} \mathscr{U}}^{2}}{c_{\mathrm{a}}^{2}}\right) \\
& \left\{c_{\mathrm{a}}\left\|\dot{e}_{u}^{i}\right\|_{\mathcal{V}}^{2}+c_{\mathrm{c}}\left\|\dot{e}_{p}^{i}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2}\right\} . \tag{20}
\end{align*}
$$

Next, testing (19b) with $q=\dot{e}_{p}^{i+1}$ and using the weighted Young's inequality, we obtain the estimate

$$
\begin{aligned}
c_{\mathrm{c}}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2}+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|e_{p}^{i+1}\right\|_{b}^{2} \leq & C_{\mathrm{d}}\left\|\dot{e}_{u}^{i+1}\right\|_{\mathcal{V}}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H}_{\mathscr{Q}}} \\
\leq & \frac{\delta}{2}\left\|\dot{e}_{p}^{i+1}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \\
& +\frac{1}{2 \delta} C_{\mathrm{d}}^{2}\left\|\dot{e}_{u}^{i+1}\right\|_{\mathcal{V}}^{2}
\end{aligned}
$$

Choosing $\delta=c_{\mathrm{c}}$, integrating, and taking the supremum, the previous inequality simplifies to

$$
\begin{align*}
& c_{\mathrm{c}} \int_{0}^{t}\left\|\dot{e}_{p}^{i+1}(s)\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \mathrm{~d} s+\max _{0 \leq \mathrm{s} \leq \mathrm{t}} c_{\mathrm{b}}\left\|e_{p}^{i+1}(s)\right\|_{\mathscr{Q}}^{2} \\
& \leq \omega c_{\mathrm{a}} \int_{0}^{t}\left\|\dot{e}_{u}^{i+1}(s)\right\|_{V}^{2} \mathrm{~d} s \tag{21}
\end{align*}
$$

Integrating (20) and combining with (21), we get

$$
\begin{align*}
& \left\{c_{\mathrm{a}} \int_{0}^{t}\left\|\dot{e}_{u}^{i+1}(s)\right\|_{V}^{2} \mathrm{~d} s+c_{\mathrm{c}} \int_{0}^{t}\left\|\dot{e}_{p}^{i+1}(s)\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \mathrm{~d} s\right. \\
& \left.+\max _{0 \leq \mathrm{s} \leq \mathrm{t}} c_{\mathrm{b}}\left\|e_{p}^{i+1}(s)\right\|_{\mathscr{Q}}^{2}\right\} \\
& \leq 2(1+\omega)\left(\omega+\frac{L_{\mathscr{U}}^{2} C_{\mathscr{O} \mathscr{U}}^{2}}{c_{\mathrm{a}}^{2}}\right) \\
& \left\{c_{\mathrm{a}} \int_{0}^{t}\left\|\dot{e}_{u}^{i}(s)\right\|_{\mathcal{V}}^{2} \mathrm{~d} s+c_{\mathrm{c}} \int_{0}^{t}\left\|\dot{e}_{p}^{i}(s)\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \mathrm{~d} s\right. \\
& \left.+\max _{0 \leq \mathrm{s} \leq \mathrm{t}} c_{\mathrm{b}}\left\|e_{p}^{i}(s)\right\|_{\mathscr{Q}}^{2}\right\} . \tag{22}
\end{align*}
$$

Using the distance function (5), (22) can be written

$$
d_{t}^{2}\left(\left(u^{i+1}, p^{i+1}\right),\left(u^{i}, p^{i}\right)\right) \leq \gamma_{\mathscr{U}}^{2} d_{t}^{2}\left(\left(u^{i}, p^{i}\right),\left(u^{i-1}, p^{i-1}\right)\right)
$$

with

$$
\gamma_{\mathscr{U}}^{2}:=2(1+\omega)\left(\omega+\frac{L_{\mathscr{U}}^{2} C_{\mathscr{D} \mathscr{U}}^{2}}{c_{\mathrm{a}}^{2}}\right)
$$

For this to be a contraction, i.e., $\gamma_{\mathscr{U}}<1$, using Lemma 10 we get the conditions (18). From contraction mapping principles [8, Th. 3.1], the iterative system (16) admits a fixed-point under the conditions (18).

Remark 17. In poroelasticity (Example 3), the bilinear form $a$ takes the special form

$$
\begin{aligned}
a(u, v) & =\int_{\Omega} \sigma(u): \varepsilon(v) \mathrm{d} x \\
& =\int_{\Omega}\{\lambda(\nabla \cdot u)(\nabla \cdot v)+2 \mu \varepsilon(u): \varepsilon(v)\} \mathrm{d} x
\end{aligned}
$$

Hence the operator $\mathscr{A}$ splits into two parts

$$
\langle\mathscr{A} u, v\rangle=\frac{\lambda}{\alpha^{2}}\left\langle\mathscr{D}^{*} u, \mathscr{D}^{*} v\right\rangle+2 \mu \int_{\Omega} \varepsilon(u): \varepsilon(v) \mathrm{d} x
$$

over symmetric gradients (cf. [14, Hyp. H2]). This allows the fixed-stress and the undrained iterative methods to have contraction maps with stronger norms. Hence, there are no weak coupling conditions like (10) or (18).
$\%$

## 5 Temporal discretization

Consider a uniform partition of $[0, T]$ with time step$\operatorname{size} \tau:=\frac{T}{N}$ for $N \in \mathbb{N}$, and partition points $t_{n}:=n \tau$. Let the index $n$ in the superscripts of the quantities denote the time instance and for the iterative methods, let the index $i$ denote the iteration number. The quantities $u^{n}$ and $p^{n}$ denote the approximation of the functions $u$ and $p$, respectively, at the time point $t_{n}$. For the iterative methods, the quantities $u^{n, i}$ and $p^{n, i}$ denote the approximation of the functions $u$ and $p$, respectively, at the time point $t_{n}$ after $i$ iterations. To measure the progress of the iterations, we define the quantity

$$
\begin{align*}
\operatorname{ERROR}=\| & u^{n+1, i+1}-u^{n+1, i} \|_{\mathcal{V}} \\
& +\left\|p^{n+1, i+1}-p^{n+1, i}\right\|_{\mathcal{H}_{\mathscr{Q}}} . \tag{23}
\end{align*}
$$

A termination criterion ERROR < TOL can be defined for some prespecified tolerance TOL. Let $J_{n}$ be the iteration number when iterative methods are terminated at time point $t_{n}$. We define the discrete time derivative $D_{\tau} u^{n+1}:=\left(u^{n+1}-u^{n}\right) / \tau$ to approximate the continuous time derivatives $\dot{u}\left(t_{n+1}\right)$. For the iterative methods, the continuous time derivative $\dot{u}^{i}\left(t_{n+1}\right)$ is approximated by $D_{\tau} u^{n+1, i}=\left(u^{n+1, i}-u^{n, J_{n}}\right) / \tau$. Furthermore, define $f^{n}:=f\left(t_{n}\right)$ and $g^{n}:=g\left(t_{n}\right)$. We assume that the initial data $u^{0} \in \mathcal{V}$ and $p^{0} \in \mathscr{H}_{2}$ is consistent in the sense of $a\left(u^{0}, v\right)-d\left(v, p^{0}\right)=\left\langle f^{0}, v\right\rangle$ for all $v \in \mathcal{V}$.

System (3) can be rewritten with operator matrices as

$$
\left[\begin{array}{cc}
0 & 0  \tag{24}\\
\mathscr{D}^{*} & \mathscr{C}
\end{array}\right]\left[\begin{array}{l}
\dot{u} \\
\dot{p}
\end{array}\right]=\left[\begin{array}{cc}
-\mathscr{A} & \mathscr{D} \\
0 & -\mathscr{B}
\end{array}\right]\left[\begin{array}{l}
u \\
p
\end{array}\right]+\left[\begin{array}{l}
f \\
g
\end{array}\right] .
$$

In the four time-integration methods to be introduced below, for every $n$ in $\{0, \ldots, N-1\}$, we seek $\left(u^{n+1}, p^{n+1}\right)$ given the initial values $\left(u^{0}, p^{0}\right)$ and the right-hand sides $\left\{f^{n}\right\}_{n=0}^{N},\left\{g^{n}\right\}_{n=0}^{N}$.

In deriving the a priori convergence estimates, the following easily verifiable lemma is used.

Lemma 18. On a Hilbert space $\mathscr{H}$, a symmetric and positive bilinear form $\mathfrak{a}: \mathscr{H} \times \mathscr{H} \rightarrow \mathbb{R}$ defines a natural norm $\|\cdot\|_{\mathfrak{a}}^{2}:=\mathfrak{a}(\cdot, \cdot)$, and it holds that

$$
2 \mathfrak{a}(u, u-v)=\|u\|_{\mathfrak{a}}^{2}-\|v\|_{\mathfrak{a}}^{2}+\|u-v\|_{\mathfrak{a}}^{2}
$$

for all $u, v \in \mathscr{H}$.

## Notation

We use the short notation $\mathscr{L}^{2}(\mathscr{H})$ for $\mathscr{L}^{2}(0, T ; \mathscr{H})$. The symbol $\lesssim$ is used to appropriately absorb the constants independent of the temporal discretization parameter. It also absorbs norms of the regularized solutions of (1) (cf. [10, Prop. 2.1]).

### 5.1 Implicit Euler method

The implicit Euler discretization of (24) reads: for every $n$ in $\{0, \ldots, N-1\}$, given $\left(u^{n}, p^{n}\right)$ compute $\left(u^{n+1}, p^{n+1}\right)$ as the solution of

$$
\left[\begin{array}{cc}
\mathscr{A} & -\mathscr{D}  \tag{25}\\
\mathscr{D}^{*} & \mathscr{C}+\tau \mathscr{B}
\end{array}\right]\left[\begin{array}{l}
u^{n+1} \\
p^{n+1}
\end{array}\right]=\left[\begin{array}{c}
f^{n+1} \\
\tau g^{n+1}
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
\mathscr{D}^{*} & \mathscr{C}
\end{array}\right]\left[\begin{array}{l}
u^{n} \\
p^{n}
\end{array}\right] .
$$

The following lemma states the solvability of system (25).

Lemma 19. $\operatorname{For}\left(u^{n}, p^{n}\right) \in \mathcal{V} \times \mathscr{Q}$ and $\left(f^{n}, g^{n}\right) \in V^{*} \times \mathscr{Q}^{*}$, system (25) has a unique solution $\left(u^{n+1}, p^{n+1}\right) \in \mathcal{V} \times \mathscr{Q}$.

Proof. Consider the operator matrix

$$
\mathscr{M}:=\left[\begin{array}{cc}
\mathscr{A} & -\mathscr{D} \\
\mathscr{D}^{*} & \mathscr{C}+\tau \mathscr{B}
\end{array}\right] .
$$

We observe for all $(u, p) \in \mathcal{V} \times \mathscr{Q}$ that

$$
\begin{aligned}
\left\langle\mathscr{M}\left[\begin{array}{l}
u \\
p
\end{array}\right],\left[\begin{array}{l}
u \\
p
\end{array}\right]\right\rangle= & \langle\mathscr{A} u, u\rangle-\langle\mathscr{D} p, u\rangle \\
& +\left\langle\mathscr{D}^{*} u, p\right\rangle+\langle(\mathscr{C}+\tau \mathscr{B}) p, p\rangle \\
\geq & c_{\mathrm{a}}\|u\|_{\mathscr{V}}^{2}+c_{\mathrm{c}}\|p\|_{\mathscr{H} \mathscr{Q}}^{2}+\tau c_{\mathrm{b}}\|p\|_{\mathscr{Q}}^{2} .
\end{aligned}
$$

Hence, $\mathscr{M}$ is invertible for all $\tau>0$ and system (25) is uniquely solvable for $\left(u^{n+1}, p^{n+1}\right)$.

The implicit Euler discretization is unconditionally stable and the following a priori convergence estimate holds.

Theorem 20 ([10]). Let ( $u, p$ ) be the solution of the original system (1) given by Theorem 9 for sufficiently smooth right-hand sides $f:[0, T] \rightarrow V^{*}, g:[0, T] \rightarrow \mathscr{Q}^{*}$ and consistent initial data $u^{0} \in \mathcal{V}, p^{0} \in \mathscr{H}_{2}$. Then for all $n \leq N$, the solution $\left(u^{n}, p^{n}\right) \in \mathcal{V} \times \mathscr{Q}$ of the discretized implicit system (25) satisfies

$$
\begin{aligned}
\left\|u\left(t_{n}\right)-u^{n}\right\|_{\mathscr{V}}^{2}+ & \left\|p\left(t_{n}\right)-p^{n}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \\
& \sum_{m=1}^{n} \tau\left\|p\left(t_{m}\right)-p^{m}\right\|_{\mathscr{Q}}^{2} \lesssim t_{n} \tau^{2} .
\end{aligned}
$$

### 5.2 Semi-explicit Euler method

The semi-explicit Euler discretization of (24) reads: for every $n$ in $\{0, \ldots, N-1\}$, given $\left(u^{n}, p^{n}\right)$ solve

$$
\left[\begin{array}{cc}
\mathscr{A} & 0  \tag{26}\\
\mathscr{D}^{*} & \mathscr{C}+\tau \mathscr{B}
\end{array}\right]\left[\begin{array}{l}
u^{n+1} \\
p^{n+1}
\end{array}\right]=\left[\begin{array}{c}
f^{n+1} \\
\tau g^{n+1}
\end{array}\right]+\left[\begin{array}{cc}
0 & \mathscr{D} \\
\mathscr{D}^{*} & \mathscr{C}
\end{array}\right]\left[\begin{array}{l}
u^{n} \\
p^{n}
\end{array}\right]
$$

for $\left(u^{n+1}, p^{n+1}\right)$. The following lemma states the solvability of (26).

Lemma 21. $\operatorname{For}\left(u^{n}, p^{n}\right) \in \mathcal{V} \times \mathscr{Q}$ and $\left(f^{n}, g^{n}\right) \in V^{*} \times \mathscr{Q}^{*}$, system (26) has a unique solution $\left(u^{n+1}, p^{n+1}\right) \in \mathcal{V} \times \mathscr{Q}$.

Proof. From Assumption 1, the operators $\mathscr{C}+\tau \mathscr{B}$ and $\mathscr{A}$ are invertible. Due to the lower triangular structure of the operator matrix on the left-hand side of (26), block solves are possible and hence ( $u^{n+1}, p^{n+1}$ ) is uniquely determined.

The a priori convergence estimate of the semi-explicit method is derived in [2] by showing that system (3) can be approximated by a related delay differential equation system with sufficient regularity conditions imposed on the history function for well-posedness of the delay system. The implicit Euler discretization of the delay system, with delay chosen to be the step-size of the time discretization, yields the semi-explicit Euler method. Whenever the sufficient weak coupling condition

$$
\omega \leq 1
$$

is satisfied, the following a priori convergence estimate holds. After omitting the details of the delay system, a simplified result from [2] is presented in Theorem 22, cf. [2, Th. 3.9] for details.

Theorem 22 ([2]). Consider system (1) satisfying a weak coupling condition $\omega \leq 1$. Let ( $u, p$ ) be the solution of (1) for sufficiently smooth right-hand sides $f:[0, T] \rightarrow V^{*}$, $g:[0, T] \rightarrow \mathscr{Q}^{*}$ and consistent initial data $u^{0} \in \mathcal{V}, p^{0} \in$ $\mathscr{H}_{2}$. Then for all $n \leq N$, the solution $\left(u^{n}, p^{n}\right) \in V \times \mathscr{Q}$ of the discretized semi-explicit system (26) satisfies

$$
\begin{aligned}
\| u\left(t_{n}\right)- & u^{n}\left\|_{\mathcal{V}}^{2}+\right\| p\left(t_{n}\right)-p^{n} \|_{\mathscr{H}_{\mathscr{Q}}}^{2} \\
& +\sum_{m=1}^{n} \tau\left\|p\left(t_{m}\right)-p^{m}\right\|_{\mathscr{Q}}^{2} \lesssim e^{t_{n}}\left(1+t_{n}\right) \tau^{2} .
\end{aligned}
$$

### 5.3 Parabolic-elliptic iterative method

The implicit discretization of the decoupled system (8) yields

$$
\begin{array}{r}
{\left[\begin{array}{cc}
\mathscr{A} & -\mathscr{D} \\
0 & \mathscr{C}+\tau \mathscr{B}+L_{\mathscr{F}} \mathscr{F}
\end{array}\right]\left[\begin{array}{c}
u^{n+1, i+1} \\
p^{n+1, i+1}
\end{array}\right]} \\
=\left[\begin{array}{c}
f^{n+1} \\
\tau g^{n+1}
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
\mathscr{D}^{*} & \mathscr{C}
\end{array}\right]\left[\begin{array}{l}
u^{n, J_{n}} \\
p^{n, J_{n}}
\end{array}\right] \\
+\left[\begin{array}{cc}
0 & 0 \\
-\mathscr{D}^{*} & L_{\mathscr{F}} \mathscr{F}
\end{array}\right]\left[\begin{array}{l}
u^{n+1, i} \\
p^{n+1, i}
\end{array}\right] \tag{27}
\end{array}
$$

The discrete problem reads: for every $n$ in $\{0, \ldots, N-1\}$, given $\left(u^{n, J_{n}}, p^{n, J_{n}}\right)$, set $\left(u^{n+1,0}, p^{n+1,0}\right):=\left(u^{n, J_{n}}, p^{n, J_{n}}\right)$ as initial iterates, and solve for $\left(u^{n+1, i+1}, p^{n+1, i+1}\right)$ from (27) with $i \geq 0$ until the termination criterion is satisfied. The solvability of (27) is given in the following lemma.

Lemma 23. Given $\left(u^{n, J_{n}}, p^{n, J_{n}}\right),\left(u^{n+1, i}, p^{n+1, i}\right) \in \mathcal{V} \times \mathscr{Q}$ and $\left(f^{n}, g^{n}\right) \in V^{*} \times \mathscr{Q}^{*}$, the parabolic-elliptic discrete system (27) has a unique solution

$$
\left(u^{n+1, i+1}, p^{n+1, i+1}\right) \in \mathcal{V} \times \mathscr{Q}
$$

Proof. Since $L_{\mathscr{F}} \mathscr{F}$ is monotone and $\mathscr{C}+\tau \mathscr{B}$ is elliptic, $\mathscr{C}+\tau \mathscr{B}+L_{\mathscr{F}} \mathscr{F}$ is invertible. Moreover $\mathscr{A}$ is also invertible, hence a unique solution exists which can be obtained by block solves.

The iterative block solves of (27) is presented in Algorithm 1 , which is called at all time steps.

```
Algorithm 1 Parabolic-elliptic iterative method
    Set the initial iterates \(u^{n+1,0}=u^{n, J_{n}}, p^{n+1,0}=p^{n, J_{n}}\),
    TOL and \(i=0\).
    while ERROR > TOL do
        Given \(u^{n+1, i}, p^{n+1, i}, u^{n, J_{n}}, p^{n, J_{n}}\) compute
    \(p^{n+1, i+1}\) from the second row of (27).
        Compute \(u^{n+1, i+1}\) using \(u^{n+1, i}, p^{n+1, i+1}\),
    \(u^{n, J_{n}}, p^{n, J_{n}}\) from first row of (27).
        Compute ERROR from (23).
        \(i \leftarrow i+1\)
    end while
    \(u^{n+1, J_{n+1}} \leftarrow u^{n+1, i}\) and \(p^{n+1, J_{n+1}} \leftarrow p^{n+1, i}\)
```

Theorem 24. Let $(u, p)$ be the solution of the original system (1) given by Theorem 9 for sufficiently smooth right-hand sides $f:[0, T] \rightarrow V^{*}, g:[0, T] \rightarrow \mathscr{Q}^{*}$ and consistent initial data $u^{0} \in \mathcal{V}, p^{0} \in \mathscr{H}_{2}$. Furthermore, let the conditions of Theorem 13 hold. Then for all $n \leq N$, the solution $\left(u^{n, J_{n}}, p^{n, J_{n}}\right) \in \mathscr{V} \times \mathscr{Q}$ of the discretized system (27)
satisfies

$$
\begin{aligned}
\left\|u\left(t_{n}\right)-u^{n, J_{n}}\right\|_{\mathcal{V}}^{2}+ & \left\|p\left(t_{n}\right)-p^{n, J_{n}}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \\
& +\sum_{m=1}^{n} \tau\left\|p\left(t_{m}\right)-p^{m, J_{m}}\right\|_{\mathscr{Q}}^{2} \\
& \lesssim e^{\frac{1}{1+\delta} t_{n}}\left(\left(\frac{1}{\tau}+\frac{1}{\tau^{2}}\right) \mathrm{TOL}^{2}+t_{n} \tau^{2}\right)
\end{aligned}
$$

for some arbitrary constant $\delta>0$.
Proof. Taking the difference between the original system (3) and the discrete system obtained after dividing the second row of (27) by $\tau$, we get

$$
\begin{align*}
& a\left(u\left(t_{n+1}\right)-u^{n+1, i+1}, v\right)-d\left(v, p\left(t_{n+1}\right)-p^{n+1, i+1}\right)=0,  \tag{28a}\\
& d\left(\dot{u}\left(t_{n+1}\right)-\frac{1}{\tau}\left(u^{n+1, i}-u^{n, J_{n}}\right), q\right) \\
& +c\left(\dot{p}\left(t_{n+1}\right)-\frac{1}{\tau}\left(p^{n+1, i+1}-p^{n, J_{n}}\right), q\right) \\
& \quad+b\left(p\left(t_{n+1}\right)-p^{n+1, i+1}, q\right) \\
& \quad-L_{\mathscr{F}}\left\langle\mathscr{F} \frac{1}{\tau}\left(p^{n+1, i+1}-p^{n+1, i}\right), q\right\rangle=0 . \tag{28b}
\end{align*}
$$

Using the ideas of [10] and [1] for a priori convergence, we introduce the error between the field values as

$$
\begin{aligned}
& \eta_{u}^{n+1, i+1}:=u\left(t_{n+1}\right)-u^{n+1, i+1} \\
& \eta_{p}^{n+1, i+1}:=p\left(t_{n+1}\right)-p^{n+1, i+1}
\end{aligned}
$$

and the error of approximating the derivative as

$$
\begin{aligned}
\theta_{u}^{n+1} & :=u\left(t_{n+1}\right)-u\left(t_{n}\right)-\tau \dot{u}\left(t_{n+1}\right), \\
\theta_{p}^{n+1} & :=p\left(t_{n+1}\right)-p\left(t_{n}\right)-\tau \dot{p}\left(t_{n+1}\right) .
\end{aligned}
$$

Observe that

$$
\begin{aligned}
\tau \dot{u}\left(t_{n+1}\right)-\left(u^{n+1, i}-u^{n, J_{n}}\right)= & \tau \dot{u}\left(t_{n+1}\right)-\left(u\left(t_{n+1}\right)-u\left(t_{n}\right)\right) \\
& +\left(u\left(t_{n+1}\right)-u\left(t_{n}\right)\right) \\
& -\left(u^{n+1, i}-u^{n, J_{n}}\right) \\
= & -\theta_{u}^{n+1}+\eta_{u}^{n+1, i}-\eta_{u}^{n, J_{n}}
\end{aligned}
$$

and similarly

$$
\tau \dot{p}\left(t_{n+1}\right)-\left(p^{n+1, i+1}-p^{n, J_{n}}\right)=-\theta_{p}^{n+1}+\eta_{p}^{n+1, i+1}-\eta_{p}^{n, J_{n}}
$$

Substituting the above in the system resulting from multiplying (28b) by $\tau$ we get

$$
\begin{align*}
& a\left(\eta_{u}^{n+1, i+1}, v\right)-d\left(v, \eta_{p}^{n+1, i+1}\right)=0,  \tag{29a}\\
& d\left(\eta_{u}^{n+1, i}-\eta_{u}^{n, J_{n}}, q\right) \\
& +c\left(\eta_{p}^{n+1, i+1}-\eta_{p}^{n, J_{n}}, q\right)+\tau b\left(\eta_{p}^{n+1, i+1}, q\right) \\
& +L_{\mathscr{F}}\left\langle\mathscr{F} \eta_{p}^{n+1, i+1}-\mathscr{F} \eta_{p}^{n+1, i}, q\right\rangle= \\
& d\left(\theta_{u}^{n+1}, q\right)+c\left(\theta_{p}^{n+1}, q\right)
\end{align*}
$$

Adding the resulting equations from testing of (29a) with $v=\eta_{u}^{n+1, i}-\eta_{u}^{n, J_{n}}$ and (29b) with $q=\eta_{p}^{n+1, i+1}$ gives

$$
\begin{align*}
& a\left(\eta_{u}^{n+1, i}, \eta_{u}^{n+1, i}-\eta_{u}^{n, J_{n}}\right)+\tau b\left(\eta_{p}^{n+1, i+1}, \eta_{p}^{n+1, i+1}\right) \\
& \quad+c\left(\eta_{p}^{n+1, i+1}-\eta_{p}^{n, J_{n}}, \eta_{p}^{n+1, i+1}\right) \\
& =  \tag{30}\\
& \quad d\left(\theta_{u}^{n+1}, \eta_{p}^{n+1, i+1}\right)+c\left(\theta_{p}^{n+1}, \eta_{p}^{n+1, i+1}\right) \\
& \quad-a\left(\eta_{u}^{n+1, i+1}-\eta_{u}^{n+1, i}, \eta_{u}^{n+1, i}-\eta_{u}^{n, J_{n}}\right) \\
& \quad \quad-L_{\mathscr{F}}\left\langle\mathscr{F} \eta_{p}^{n+1, i+1}-\mathscr{F} \eta_{p}^{n+1, i}, \eta_{p}^{n+1, i+1}\right\rangle .
\end{align*}
$$

Note that $\eta_{u}^{n+1, i+1}=\eta_{u}^{n+1, i}+\eta_{u}^{n+1, i+1}-\eta_{u}^{n+1, i}$ is used for the terms with the bilinear form $a$. For the terms on the right-hand sides of (30), using the Cauchy-Schwarz and the weighted Young's inequalities, gives

$$
\begin{aligned}
d\left(\theta_{u}^{n+1}, \eta_{p}^{n+1, i+1}\right) & \leq \tilde{C}_{\mathrm{d}}\left\|\theta_{u}^{n+1}\right\|_{\mathscr{H}_{V}}\left\|\eta_{p}^{n+1, i+1}\right\|_{\mathscr{Q}} \\
& \leq \frac{\tilde{C}_{\mathrm{d}}}{\sqrt{c_{\mathrm{b}}}}\left\|\theta_{u}^{n+1}\right\|_{\mathscr{H}_{V}}\left\|\eta_{p}^{n+1, i+1}\right\|_{b} \\
& \leq \frac{1}{2 \delta} \frac{\tilde{C}_{\mathrm{d}}}{c_{\mathrm{b}}}\left\|\theta_{u}^{n+1}\right\|_{\not \mathscr{H}_{V}}^{2}+\frac{\delta}{2}\left\|\eta_{p}^{n+1, i+1}\right\|_{b}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& c\left(\theta_{p}^{n+1}, \eta_{p}^{n+1, i+1}\right) \leq C_{\mathrm{c}}\left\|\theta_{p}^{n+1}\right\|_{\mathscr{H}_{\mathscr{Q}}}\left\|\eta_{p}^{n+1, i+1}\right\|_{\mathscr{H}_{\mathscr{Q}}} \\
& \leq \frac{C_{\mathrm{c}} C_{\mathscr{Q} \hookrightarrow \mathscr{H}_{e}}}{\sqrt{c_{\mathrm{b}}}}\left\|\theta_{p}^{n+1}\right\|_{\mathscr{H}_{2}}\left\|\eta_{p}^{n+1, i+1}\right\|_{b} \\
& \leq \frac{1}{2 \delta} \frac{C_{\mathrm{c}}^{2} C_{\mathscr{Q} \hookrightarrow \mathscr{H}_{2}}^{2}}{c_{\mathrm{b}}}\left\|\theta_{p}^{n+1}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \\
& +\frac{\delta}{2}\left\|\eta_{p}^{n+1, i+1}\right\|_{b}^{2}
\end{aligned}
$$

where $C_{2 \hookrightarrow \mathscr{E}_{3}}$ is the embedding constant of the embedding $\mathscr{Q} \hookrightarrow \mathscr{H}_{\mathscr{Q}}$,

$$
\begin{aligned}
& -a\left(\eta_{u}^{n+1, i+1}-\eta_{u}^{n+1, i}, \eta_{u}^{n+1, i}-\eta_{u}^{n, J_{n}}\right) \\
& \quad \leq \frac{1}{2} \frac{C_{\mathrm{a}}^{2}}{c_{\mathrm{a}}}\left\|\eta_{u}^{n+1, i+1}-\eta_{u}^{n+1, i}\right\|_{V}^{2}+\frac{1}{2}\left\|\eta_{u}^{n+1, i}-\eta_{u}^{n, J_{n}}\right\|_{a}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& -L_{\mathscr{F}}\left\langle\mathscr{F} \eta_{p}^{n+1, i+1}-\mathscr{F} \eta_{p}^{n+1, i}, \eta_{p}^{n+1, i+1}\right\rangle \\
& \quad \leq \frac{1}{2 \delta} \frac{L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}}{c_{\mathrm{b}}}\left\|\eta_{p}^{n+1, i+1}-\eta_{p}^{n+1, i}\right\|_{\not \mathscr{H}_{\mathscr{Q}}}^{2}+\frac{\delta}{2}\left\|\eta_{p}^{n+1, i+1}\right\|_{b}^{2}
\end{aligned}
$$

On using Lemma 18 for terms on the left-hand side of
(30) together with the above estimates yields

$$
\begin{align*}
& \left\|\eta_{u}^{n+1, i}\right\|_{a}^{2}+\left\|\eta_{u}^{n+1, i}-\eta_{u}^{n, J_{n}}\right\|_{a}^{2}-\left\|\eta_{u}^{n, J_{n}}\right\|_{a}^{2} \\
& +\left\|\eta_{p}^{n+1, i+1}\right\|_{c}^{2}+\left\|\eta_{p}^{n+1, i+1}-\eta_{p}^{n, J_{n}}\right\|_{c}^{2}-\left\|\eta_{p}^{n, J_{n}}\right\|_{c}^{2} \\
& +2 \tau\left\|\eta_{p}^{n+1, i+1}\right\|_{b}^{2} \\
& \leq \frac{1}{\delta} \frac{\tilde{C}_{\mathrm{d}}^{2}}{c_{\mathrm{b}}}\left\|\theta_{u}^{n+1}\right\|_{\not \mathscr{H}_{\gamma}}^{2}+\delta\left\|\eta_{p}^{n+1, i+1}\right\|_{b}^{2} \\
& +\frac{1}{\delta} \frac{C_{\mathrm{c}}^{2} C_{2 \rightarrow \mathscr{H}_{2}}^{2}}{c_{\mathrm{b}}}\left\|\theta_{p}^{n+1}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2}+\delta\left\|\eta_{p}^{n+1, i+1}\right\|_{b}^{2} \\
& +\frac{C_{\mathrm{a}}^{2}}{c_{\mathrm{a}}}\left\|\eta_{u}^{n+1, i+1}-\eta_{u}^{n+1, i}\right\|_{V}^{2}+\left\|\eta_{u}^{n+1, i}-\eta_{u}^{n, J_{n}}\right\|_{a}^{2} \\
& +\frac{1}{\delta} \frac{L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}}{c_{\mathrm{b}}}\left\|\eta_{p}^{n+1, i+1}-\eta_{p}^{n+1, i}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2}+\delta\left\|\eta_{p}^{n+1, i+1}\right\|_{b}^{2} . \tag{31}
\end{align*}
$$

Using the estimates

$$
\begin{aligned}
& \left\|\theta_{u}^{n+1}\right\|_{\mathscr{H}_{\vartheta}} \leq \tau^{2}\|\ddot{u}\|_{\mathscr{L}^{\infty}\left(\mathscr{H}_{\curlyvee}\right)} \text { and } \\
& \left\|\theta_{p}^{n+1}\right\|_{\mathscr{H}_{\mathscr{Q}}} \leq \tau^{2}\|\ddot{p}\|_{\mathscr{L}^{\infty}\left(\mathscr{H}_{\mathscr{Q}}\right)}
\end{aligned}
$$

taken from [1], choosing $\delta=\frac{\tau}{4}$, and droppping a positive term on the left-hand side, (31) simplifies to

$$
\begin{align*}
& \left\|\eta_{u}^{n+1, i}\right\|_{a}^{2}-\left\|\eta_{u}^{n, J_{n}}\right\|_{a}^{2}+\left\|\eta_{p}^{n+1, i+1}\right\|_{c}^{2}-\left\|\eta_{p}^{n, J_{n}}\right\|_{c}^{2} \\
& \quad+\frac{5 \tau}{4}\left\|\eta_{p}^{n+1, i+1}\right\|_{b}^{2} \\
& \leq 4 \frac{{\tilde{C_{\mathrm{d}}}}^{2}}{c_{\mathrm{b}}} \tau^{3}\|\ddot{u}\|_{\mathscr{L}^{\infty}\left(\mathscr{H}_{V}\right)}^{2}+4 \frac{C_{\mathrm{c}}^{2} C_{\mathscr{Q} \rightarrow \mathscr{H}_{a}}^{2}}{c_{\mathrm{b}}} \tau^{3}\|\ddot{p}\|_{\mathscr{L}_{\left(\mathcal{H}_{\mathscr{Q}}\right)}^{2}}^{2} \\
& \quad+\frac{C_{\mathrm{a}}^{2}}{c_{\mathrm{a}}}\left\|\eta_{u}^{n+1, i+1}-\eta_{u}^{n+1, i}\right\|_{\mathscr{V}}^{2} \\
& \quad+\frac{4}{\tau} \frac{L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}}{c_{\mathrm{b}}}\left\|\eta_{p}^{n+1, i+1}-\eta_{p}^{n+1, i}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \tag{32}
\end{align*}
$$

Observe that

$$
\begin{aligned}
\left\|\eta_{u}^{n+1, i+1}\right\|_{a}^{2}= & \left\|\eta_{u}^{n+1, i}+\left(\eta_{u}^{n+1, i+1}-\eta_{u}^{n+1, i}\right)\right\|_{a}^{2} \\
\leq & \frac{1+\delta}{\delta}\left\|\eta_{u}^{n+1, i}\right\|_{a}^{2} \\
& +(1+\delta) C_{\mathrm{a}}\left\|\eta_{u}^{n+1, i+1}-\eta_{u}^{n+1, i}\right\|_{V}^{2}
\end{aligned}
$$

where the inequality follows from the triangle inequality and subsequently the weighted Young's inequality. With
this observation, (32) results in

$$
\begin{aligned}
& \frac{\delta}{1+\delta}\left(\left\|\eta_{u}^{n+1, i+1}\right\|_{a}^{2}-\left\|\eta_{u}^{n, J_{n}}\right\|_{a}^{2}\right)-\frac{1}{1+\delta}\left\|\eta_{u}^{n, J_{n}}\right\|_{a}^{2} \\
& \quad+\left\|\eta_{p}^{n+1, i+1}\right\|_{c}^{2}-\left\|\eta_{p}^{n, J_{n}}\right\|_{c}^{2}+\frac{5 \tau}{4}\left\|\eta_{p}^{n+1, i+1}\right\|_{b}^{2} \\
& \leq 4 \frac{\tilde{C}_{\mathrm{d}}^{2}}{c_{\mathrm{b}}} \tau^{3}\|\ddot{u}\|_{\mathscr{L}^{\infty}\left(\mathscr{H}_{V}\right)}^{2}+4 \frac{C_{\mathrm{c}}^{2} C_{\mathscr{Q}\lrcorner \mathscr{H}_{a}}^{2}}{c_{\mathrm{b}}} \tau^{3}\|\ddot{p}\|_{\mathscr{L}^{\infty}\left(\mathscr{H}_{\mathscr{Q}}\right)}^{2} \\
& \quad+\left(\frac{C_{\mathrm{a}}^{2}}{c_{\mathrm{a}}}+\delta C_{\mathrm{a}}\right)\left\|\eta_{u}^{n+1, i+1}-\eta_{u}^{n+1, i}\right\|_{V}^{2} \\
& \quad+\frac{4}{\tau} \frac{L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}}{c_{\mathrm{b}}}\left\|\eta_{p}^{n+1, i+1}-\eta_{p}^{n+1, i}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2}
\end{aligned}
$$

After $J_{n+1}$ iterations, the error given by (23) reaches below a prescribed tolerance of TOL, and we finally obtain after a renaming of the index $n$ by $l$

$$
\begin{align*}
& \frac{\delta}{1+\delta}\left(\left\|\eta_{u}^{l+1, J_{l+1}}\right\|_{a}^{2}-\left\|\eta_{u}^{l, J_{l}}\right\|_{a}^{2}\right)-\frac{1}{1+\delta}\left\|\eta_{u}^{l, J_{l}}\right\|_{a}^{2} \\
& \quad+\left\|\eta_{p}^{l+1, J_{l+1}}\right\|_{c}^{2}-\left\|\eta_{p}^{l, J_{l}}\right\|_{c}^{2}+\frac{5 \tau}{4}\left\|\eta_{p}^{l+1, J_{l+1}}\right\|_{b}^{2} \\
& \leq 4 \frac{\tilde{C}_{\mathrm{d}}^{2}}{c_{\mathrm{b}}} \tau^{3}\|\ddot{u}\|_{\mathscr{L}^{\infty}\left(\mathscr{H}_{\gamma}\right)}^{2}+4 \frac{C_{\mathrm{c}}^{2} C_{\mathscr{Q}\lrcorner \mathscr{H}_{a}}^{2}}{c_{\mathrm{b}}} \tau^{3}\|\ddot{p}\|_{\mathscr{L}^{\infty}\left(\mathscr{H}_{\mathscr{Q}}\right)}^{2} \\
& \quad+\left(\frac{C_{\mathrm{a}}^{2}}{c_{\mathrm{a}}}+\delta C_{\mathrm{a}}+\frac{4}{\tau} \frac{L_{\mathscr{F}}^{2} C_{\mathscr{F}}^{2}}{c_{\mathrm{b}}}\right) \mathrm{TOL}^{2} \tag{33}
\end{align*}
$$

Summing (33) over index $l$ from 0 to $n-1$ while applying the discrete Grönwall's inequality [9] yields

$$
\begin{aligned}
\left\|u\left(t_{n}\right)-u^{n, J_{n}}\right\|_{\mathcal{V}}^{2}+ & \left\|p\left(t_{n}\right)-p^{n, J_{n}}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \\
& +\sum_{m=1}^{n} \tau\left\|p\left(t_{m}\right)-p^{m, J_{m}}\right\|_{\mathscr{Q}}^{2} \\
& \lesssim e^{\frac{1}{1+\delta} t_{n}}\left(\left(\frac{1}{\tau}+\frac{1}{\tau^{2}}\right) \mathrm{TOL}^{2}+t_{n} \tau^{2}\right)
\end{aligned}
$$

which is the sought a priori estimate.

### 5.4 Elliptic-parabolic iterative method

The implicit discretization of the decoupled system (16) yields

$$
\left.\begin{array}{rl}
{\left[\begin{array}{cc}
\mathscr{A}+L_{\mathscr{U}} \mathscr{D} \mathscr{U} & 0 \\
\mathscr{D}^{*}
\end{array}\right.} & \mathscr{C}+\tau \mathscr{B}
\end{array}\right]\left[\begin{array}{l}
u^{n+1, i+1} \\
p^{n+1, i+1}
\end{array}\right] .
$$

The discrete problem reads: for every $n$ in $\{0, \ldots, N-1\}$, given $\left(u^{n, J_{n}}, p^{n, J_{n}}\right)$, set $\left(u^{n+1,0}, p^{n+1,0}\right):=\left(u^{n, J_{n}}, p^{n, J_{n}}\right)$ as initial iterates, and solve for ( $u^{n+1, i+1}, p^{n+1, i+1}$ ) from (34) with $i \geq 0$ until the termination criterion is satisfied. The following lemma states the solvability of (34).

Lemma 25. Given $\left(u^{n, J_{n}}, p^{n, J_{n}}\right),\left(u^{n+1, i}, p^{n+1, i}\right) \in \mathscr{V} \times \mathscr{Q}$ and $\left(f^{n}, g^{n}\right) \in V^{*} \times \mathscr{Q}^{*}$, the elliptic-parabolic discrete system (34) has a unique solution ( $u^{n+1, i+1}, p^{n+1, i+1}$ ) $\in$ $\mathcal{V} \times \mathscr{Q}$.

Proof. Since, $L_{\mathscr{U}} \mathscr{D} \mathscr{U}$ is monotone, $\mathscr{A}+L_{\mathscr{U}} \mathscr{D} \mathscr{U}$ is invertible. A unique solution is given by block solves of (34).

The iterative block solves is presented in Algorithm 2, which is called at all time steps. The a priori convergence

```
Algorithm 2 Elliptic-parabolic iterative method
    Set the initial iterates \(u^{n+1,0}=u^{n, J_{n}}, p^{n+1,0}=p^{n, J_{n}}\),
    TOL and \(i=0\).
    while ERROR > TOL do
        Given \(u^{n+1, i}, p^{n+1, i}, u^{n, J_{n}}, p^{n, J_{n}}\) compute
    \(u^{n+1, i+1}\) from the first row of (34).
        Compute \(p^{n+1, i+1}\) using \(p^{n+1, i}, u^{n+1, i+1}, u^{n, J_{n}}\),
    \(p^{n, J_{n}}\) from second row of (34).
        Compute ERROR from (23).
        \(i \leftarrow i+1\)
    end while
    \(u^{n+1, J_{n+1}} \leftarrow u^{n+1, i}\) and \(p^{n+1, J_{n+1}} \leftarrow p^{n+1, i}\)
```

estimate of the elliptic-parabolic iterative method is similar to that of the parabolic-elliptic iterative method and is stated below without proof.

Theorem 26. Let $(u, p)$ be the solution of the original system (1) given by Theorem 9 for sufficiently smooth right-hand sides $f:[0, T] \rightarrow V^{*}, g:[0, T] \rightarrow \mathscr{Q}^{*}$ and consistent initial data $u^{0} \in \mathcal{V}, p^{0} \in \mathscr{H}_{2}$. Furthermore, let the conditions of Theorem 16 hold. Then for all $n \leq N$, the solution $\left(u^{n, J_{n}}, p^{n, J_{n}}\right) \in \mathscr{V} \times \mathscr{Q}$ of the discretized system (34) satisfies

$$
\begin{aligned}
\left\|u\left(t_{n}\right)-u^{n, J_{n}}\right\|_{\mathcal{V}}^{2}+ & \left\|p\left(t_{n}\right)-p^{n, J_{n}}\right\|_{\mathscr{H}_{\mathscr{Q}}}^{2} \\
& +\sum_{m=1}^{n} \tau\left\|p\left(t_{m}\right)-p^{m, J_{m}}\right\|_{\mathscr{Q}}^{2} \\
& \lesssim t_{n} \tau^{2}+\mathrm{TOL}^{2}
\end{aligned}
$$

The proof of Theorem 26 is essentially the same as that of Theorem 24.

## 6 Numerical experiments

For demonstrating the convergence in time for the four methods, we consider the simulation of the following two poroelasticity problems, on a square domain $\Omega:=$ $(0,1)^{2}$ and final time $T:=1$.

## Test case 1

This test case is similar to the one considered in [1]. The source terms and the initial condition are chosen as

$$
\begin{aligned}
f & \equiv 0 \\
g(t) & =30 \sin (\pi x) \mathrm{e}^{-t} \\
p^{0}(x, y) & =50 x(1-x) y(1-y)
\end{aligned}
$$

## Test case 2

This is a manufactured problem with the analytical solution

$$
\begin{align*}
& u(t, x, y)=-\frac{e^{-C_{\mathrm{p}} t}}{2 \pi}\left[\begin{array}{l}
10 x(1-x) y(1-y) \\
10 x(1-x) y(1-y)
\end{array}\right]  \tag{35a}\\
& p(t, x, y)=e^{-C_{\mathrm{p}} t} 10 x(1-x) y(1-y) \tag{35b}
\end{align*}
$$

where $C_{\mathrm{p}}=\frac{2 \pi^{2} M}{M \alpha+1} \frac{\kappa}{v}$ incorporates all the poroelasticity parameters.
The values of the poroelasticity parameters in test case 1 and test case 2 are given in Table 1. The choice of the parameters in test case 1 is such that it describes a flow-dominated problem with an estimate for the coupling strength $\sqrt{\omega}=1.8 \times 10^{-9}$. In test case 2 , the values chosen are such that the coupling strength is sufficiently high but satisfies the weak coupling condition, i.e., $\sqrt{\omega}=0.18$.

Table 1 - Poroelasticity parameters

| Parameter | Test case 1 | Test case 2 |
| :---: | :---: | :---: |
| $\lambda$ | $7.8 \times 10^{8}$ | 0.5 |
| $\mu$ | $1.8 \times 10^{9}$ | $1.25 \times 10^{-1}$ |
| $\frac{\kappa}{v}$ | $8.0 \times 10^{-10}$ | $5.0 \times 10^{-2}$ |
| $\frac{1}{M}$ | $1.4 \times 10^{-10}$ | 3.7 |
| $\alpha$ | 0.85 | 0.75 |

For the FEM discretization in space on a shape regular triangular mesh, we use $P_{2}$ finite elements for the displacement and $P_{1}$ for the pressure. For the iterative methods, we set the maximum number of iterations MAX_ITER $:=20$ with a specified tolerance TOL:= $1 \times 10^{-5}$ for the iterative termination criterion at each time step for both the test cases. Note that to make the errors with respect to time dominate, TOL is chosen such that TOL $<\min \left(\tau, \tau^{2}\right)$.

The popular FEM computing platform FEniCS is used for the implementation. For test case 1, a reference solution is computed by the implicit Euler method with $\tau=2^{-8}$ and a spatial discretization parameter $h=2^{-8}$. Fixing the spatial discretization parameter $h=2^{-8}$, the relative errors for the field values at final time $T=1$ for
$\tau \in\left\{2^{-2}, 2^{-3}, 2^{-4}, 2^{-5}, 2^{-6}, 2^{-7}\right\}$ are computed in different norms. The relative errors for the four methods in relevant norms are plotted in Figure 1 for test case 1 and Figure 2 for test case 2, respectively. It can be seen that in both the test cases, a convergence of first-order in time is observed for the displacement as well as the pressure measured in respective $\mathscr{H}^{1}$ and $\mathscr{L}^{2}$ norms.

For test case 1, an average of two iterations are required for both the parabolic-elliptic and the ellipticparabolic iterative methods irrespective of discretization parameters. However, in test case 2, an average of 5 and 6 iterations are required for the parabolic-elliptic and the elliptic-parabolic iterative methods, respectively, for coarser time discretizations. The average number of iterations reduce to 4 and 5, respectively for finer time discretizations.
Finally, in Table 2, we note the run-time comparison for the four methods when not using the specialized preconditioners for the decoupled block solves. Naturally, since in the semi-explicit method, smaller decoupled systems are solved non-iteratively, it has about 1.8 times speed-up over the monolithic implicit method. However, in the iterative methods, since a number of iterations are required at each time step, the total run-times are larger than the implicit method.

## 7 Summary

In this article, we have shown the existence of fixedpoints for the iterative methods for the abstract coupled linear elliptic-parabolic PDE system under certain weak coupling conditions. We have derived the a priori convergence result for the parabolic-elliptic iterative decoupling method. The a priori convergence result of the elliptic-parabolic iterative method is similar, hence is stated without proof. All four time integration methods considered in this article show first-order convergence in time.

Code Availability: The commented source code and the input scripts are available under:

> 10.14464/gammas.v4i1.500.
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Table 2 - Runtime comparison for test case 2. The run-times $T_{i}$ for the implicit method is in seconds, while the run-times for other methods is a multiple of $T_{i}$.

| $\tau$ | implicit $\left(T_{i}\right)$ | semi-explicit $\left(\times T_{i}\right)$ | parabolic-elliptic $\left(\times T_{i}\right)$ | elliptic-parabolic $\left(\times T_{i}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $2^{-2}$ | $1.21 \times 10^{2}$ | 0.56 | 2.83 | 3.43 |
| $2^{-3}$ | $2.42 \times 10^{2}$ | 0.56 | 2.84 | 3.40 |
| $2^{-4}$ | $4.83 \times 10^{2}$ | 0.57 | 2.85 | 2.86 |
| $2^{-5}$ | $9.70 \times 10^{2}$ | 0.56 | 2.30 | 2.84 |
| $2^{-6}$ | $1.93 \times 10^{3}$ | 0.57 | 2.30 | 2.85 |
| $2^{-7}$ | $3.88 \times 10^{3}$ | 0.56 | 2.30 | 2.30 |
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Figure 1 - Test case 1: Relative errors at final time $T=1$ for the implicit, the semi-explicit, the parabolic-elliptic, and the elliptic-parabolic methods for a fixed spatial mesh size $h=2^{-8}$ and a reference time mesh size $\tau=2^{-8}$. Left: displacement $u$. Right: pressure $p$.
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