Numerical simulation of fiber-matrix debonding in single fiber pull-out tests
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Abstract: The present work deals with the numerical crack simulation of fiber-matrix debonding in single fiber pull-out tests. For this purpose, two models are used: a finite element model (FE model) with the cohesive zone approach and a peridynamic model. For calibration a reference experiment is applied. In addition, analytical equations are used for reference values. The influence of the model parameters and the material parameters of the cohesive zone model on the force-displacement curve is investigated. Besides the free fiber length, the critical interface strength, the critical energy release rate as well as the initial interface stiffness have a great influence on the force-displacement curve of the pull-out test. From the crack simulation it can be seen that Mode I has an influence on the crack initiation, but further crack growth after initiation is dominated by Mode II. The FE model can be calibrated in a way that the crack initiation point and the maximum force correspond to the reference experiment. The peridynamic model depicts a comparable crack formation process.
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1 Introduction

The interface between the matrix and the single fiber plays an important role not only for the micromechanical behavior of fiber reinforced plastics (FRP) but also for fiber reinforced composites in general, e.g. steel fiber reinforced concrete. Fracture experiments and micromechanical simulations of FRP show that the crack path leads through the interface [4, 13, 20, 22], especially if the composite is loaded perpendicular to the fiber direction. Interface properties are needed for numerical micromechanical simulations. In the present work these interface properties are determined by test results of the single fiber pull-out test. This test is characterized by defined geometric dimensions, a reproducible test sequence and a quasi-static load during the test [8, 30]. In the pull-out test, a single fiber is embedded in a matrix drop. The fiber is pulled out of the matrix by an applied force. A force-displacement curve is recorded by measuring the applied force and the resulting displacement of the fiber [8, 17, 30]. This test setup is not only used for interface characterization in FRP [8, 17, 30] but also for other fiber reinforced materials, e.g. steel reinforced cementitious composites [6], poly(vinylalcohol) fibers...
(PVA) reinforced concrete [27, 28] and glass fiber reinforced cement [9].

The local interface properties are to be obtained from the global force-displacement curve of the pull-out test. Figure 1 shows a force-displacement curve, which can basically be divided into five sections with five characteristic Points A to E [30]. In the first section the force rises almost linearly with the displacement up to Point A. This point is considered to be the debonding point, from which a crack in the interface is initiated. This point is characterized by a $C^1$ discontinuity in the curve. The force at crack initiation is $F_{\text{d}}$. In the second section, from Point A to B, the progressive zone follows, in which the force increases non-linearly. The stiffness of the progressive phase is composed of the interface stiffness of the remaining fiber-adhesive connection and the frictional force between the already separated interface layers. With increasing crack propagation the separated part grows and the overall stiffness decreases. This results in a decrease of force increase until it peaks at Point B, where the maximum force $F_{\text{max}}$ is reached. From there, the crack growth continues with decreasing force until the fiber is completely debonded in Point D. In the third section, from Point B to C, there is stable crack growth. In the fourth section (from Point C) there is unstable crack growth. This is characterized by an abrupt load drop, which stops at Point D with the force of $F_b$ and the displacement of $l_b$. In the fifth section between Point D and E there is no more adhesion between matrix and fiber. The force of the fiber is now only transmitted by friction. At Point E the fiber is completely pulled out of the matrix. The displacement at Point E is therefore almost equal to the embedded fiber length $l_e$ [30].

![Figure 1 – Schematic force-displacement diagram of a pull-out test [30]](image)

For the calibration of the interface properties by pull-out test, analytical models are available, which can be used to determine the critical energy release rate or the critical interface strength [12, 15, 29]. The analytical models calculate the force-displacement curve of the pull-out test by fitting the characteristic values. Adjusting the interface parameters, the curve is adapted to the reference experiment [12, 29]. In FE simulations of the single fiber pull-out test, the interface can be modeled by the cohesive zone approach [3, 11]. Within the study of Jia et al. [11] the thermal prestresses, the influence of the free fiber length and the interface friction are not considered. The latter is usually not incorporated within the description of cohesive behavior. That is why Bheemreddy et al. [3] integrate an artificial neural network into the FE model in order to capture the friction dominated last section (D – E) of the force-displacement curve of the pull-out test. A transferability of the analytical parameters to numerical simulations is only partially possible, because other assumptions and especially other interface parameters are used to describe the interface. Therefore, in the present work a calibration is performed directly for two numerical models: An FE model incorporating the cohesive zone approach in ABAQUS® and a peridynamic model in Peridigm are used for the simulation of fiber-matrix debonding in a single fiber pull-out test. First of all, the influence of the interface parameters on the global force-displacement behavior is investigated. A force-displacement curve [30] is used as reference experiment. The analytical equations from [15, 27, 28, 29, 31] are used to determine reference values for calibration.

The cohesive zone approach, which is used for the implementation of the interface in the FE model, is used in many micromechanical crack simulations of FRP, e.g. [20, 21, 22]. Peridynamics is chosen as an alternative approach. The advantage lies in the formalism, which does not specify a local connection between the elements and allows discontinuities. Thus, more realistic crack processes can be generated than in the methods based on classical local continuum like FEM [18].

2 Finite element simulation

2.1 FE model

2.1.1 Material

In the reference experiment of the pull-out test, the components consist of a glass fiber and, for the matrix, of the epoxy resin "Araldite LY 556" [30]. For the simulation, an isotropic, linear-elastic material model is chosen for both the fiber and the matrix. The material parameters of both constituents at 25 °C given in [30] are listed in Table 1. As the cooling of the sample from curing temperature to test temperature is considered in the FE simulations, temperature-dependent material data

![Diagram](image)
are used for the matrix. The unknown temperature dependency of the properties of LY556 are approximated by applying the qualitative temperature dependency of another epoxy. The resulting temperature-dependent data for the Young’s modulus and the coefficient of thermal expansion (CTE) are given in Table 2. If the given temperature exceeds the tested temperature range, the material properties are hold constant to prevent extrapolation errors.

2.1.2 Model geometry and boundary conditions

The FE model depicts the geometry of the reference experiment with the embedded fiber length of \( l_e = 129 \, \mu m \), fiber radius \( r_f = 6.67 \, \mu m \), \( l_x = 64.5 \, \mu m \) and \( l_y = 64.5 \, \mu m \). As in the analytical model of [29], this represents the ratio of the contact stress to the separation \( \delta \) an element size of 1 \( \mu m \) and linear axissymmetric elements is selected for meshing. To reduce the computational effort for the simulation, only a matrix section around the fiber is considered. Due to the smaller dimensions of the cutout compared to the real dimensions of the matrix droplet, the geometry of the matrix drop is assumed to be simplified as a cylinder. According to Marotzke [14], a radial \( l_y \) and longitudinal distance \( l_x \) of the outer cylinder surface from the embedded fiber of half of the embedded fiber length is sufficient to prevent boundary effects from affecting the interface stress state. This results in the matrix droplet dimensions of \( l_x = 64.5 \, \mu m \) and \( l_y = 64.5 \, \mu m \), see Figure 2. The last geometry parameter to be determined is the free fiber length \( l_e \). As in the analytical model of [29], this represents the measured free fiber length in the experiment as well as the compliance of the test setup. It has therefore to be determined indirectly by the initial slope of the force-displacement curve of the pull-out test.

In Figure 2 the axis of symmetry and the symmetry boundary conditions are defined on the left-hand edge. At the lower and right edge of the matrix a fixed bearing is applied. At the top of the fiber end at \( x = l_f \) a displacement \( u \) in positive \( x \)-direction is defined. Before the displacement is applied, the thermal prestresses due to specimen curing are simulated. It can be assumed that the specimen is in a stress-free state at 128 °C (curing temperature [30]) and is cooled down to the test temperature of 25 °C. Within this cooling step, the clamping and the axisymmetric boundary conditions are the same as for the pull-out step. The interface between the fiber and the matrix is modeled by the cohesive zone approach.

2.1.3 Cohesive zone approach

In this paper the surface-based implementation of the cohesive zone model by ABAQUS® is used. The behavior of the cohesive zone is represented by the traction-separation law [1]. It describes the stiffness and failure behavior of the interface. The bilinear traction-separation law used is shown in Figure 3.

The contact stress \( t_i \) is plotted over the contact separation \( \delta_i \). The initial stiffness \( K_{ps,i} \) of the cohesive zone represents the ratio of the contact stress to the separation before damage occurs. A relative displacement of the contact surfaces results in a contact stress in the cohesive zone. If the critical contact stress \( t_i^0 \) is reached at the critical displacement \( \delta_i^0 \) defined, damage is initiated.
Figure 3 represents the traction-separation law behavior for a single fracture mode. If one fracture mode $i$ is acting alone, the crack is initiated at $t_i^0$. For considering crack initiation under mixed mode conditions, the quadratic stress criterion defined by

$$\left\{ \frac{\langle t_1 \rangle}{t_i^0} \right\}^2 + \left\{ \frac{\langle t_{11} \rangle}{t_i^0} \right\}^2 + \left\{ \frac{\langle t_{111} \rangle}{t_i^0} \right\}^2 = 1 \quad (1)$$

is used. Based on the contact stress in the different fracture modes and the corresponding critical contact stresses, this criterion calculates an equivalent value and crack is initiated if this value reaches one. Thus, for the case of a mixed mode loading, looking at the traction-separation law of a single fracture mode, crack initiation could start before the contact stress $t_i$ reaching $t_i^0$. When the crack is initiated based on the quadratic stress criterion, with further increased displacement, the damage grows and the interface stiffness decreases. When the maximum displacement $\delta_i^1$ is reached, the contact surfaces are completely separated. The damage can be measured by the damage parameter $D$, which is defined by

$$D = \frac{\delta_i^1 (\delta_i - \delta_i^0)}{\delta_i (\delta_i^1 - \delta_i^0)}. \quad (2)$$

Its value is zero before crack initiation and one when the surfaces are completely separated. Thus, as soon as the $D$ becomes greater than zero, the cracking and degrading process starts, and $D = 0$ indicates that not load is transferred anymore. The debonding criterion is defined by the energy release rate $G_{e,i}$. The critical energy release rate results from the area integral under the curve of the traction-separation law.

For each fracture mode $i = I, II, III$ a traction-separation law is defined. Thus, for each fracture mode the critical energy release rate $G_{e,i}$, the initial interface stiffness $K_{p,i}$ and the critical interface strength $t_i^0$ must be specified.

### 2.2 Cracking

In this section, the crack process during the pull-out test simulated using the FE model is presented. For this calculation, the model parameters obtained by calibration Variant B in Section 2.4.2 are used.

For the visualization of the crack propagation the damage parameter $D$ is used, which is called “CSDMG” in ABAQUS®. This variable is shown in Figure 5–8 for the different characteristic Points A to D (see Figure 1) of the crack propagation process. These characteristic points are assigned to the global force-displacement curve in Figure 4.

Figure 5 shows the Point A where the fracture starts. From this point, the maximum crack variable in the whole model is greater than zero. Crack initiation takes place at the interface position $x = 0$, see Figure 2. At this point, Mode I prevails, caused by the radial stress component [14]. Please note that the deformation in this figure is highly scaled so that separation between fiber and matrix appears larger. Additionally, a small amount of separation until $\delta_i^0$ is allowed before damage starts, see traction-separation law in Figure 3. That is why the damage variable is still zero for regions that seems to be separated, but they are still bonded.

The crack continues to grow in negative $x$-direction due to the increasing load, see Figure 6. Except from the fiber ground the shear stresses in axial direction dominate in the interface. Therefore, the crack propagation during the pull-out test is mainly Mode II controlled. Mode III does not occur because the corresponding shear stress is negligible due to the axissymmetric setup.

Shortly after the force maximum at Point B, debonding occurs at the fiber bottom, see Figure 7. The crack at the fiber ground is controlled by Mode I. The force-displacement curve does not show any significant influence of the debonding of the fiber ground on the curve. This confirms that Mode I has no major influence on the force-displacement curve of the pull-out test.

Figure 8 shows the crack state at Point D. This is the point at which the fiber is completely separated from the matrix. The fracture variable is $D = 1$ in the com-
complete interface. Since no frictional forces are modeled in the traction-separation law and no normal force due to surface roughness acts between the separated surfaces, the force drop at Point D reaches 0 N, see Figure 4.

2.3 Parametric study

The influence of the traction-separation law parameters on the force-displacement curve of the pull-out test is investigated. For the parameter study, the quadratic stress criterion, a viscous regularization parameter of $10^{-4}$, and the mixed-mode behavior according to Benzegagh and Kenane [2] with the mixed-mode coefficient $\eta = 2.5$ is chosen for the cohesive zone model. The reference value of the provisional free fiber length is $l_{fr} = 365 \mu m$. The thermal prestresses are neglected in the parameter study.

The parameters to be investigated are the critical energy release rate $G_{c,i}$, the interface strength $t_0^i$ as well as the initial interface stiffness $K_{p,i}$. They are specified equal for each fracture mode in order to reduce the effort of the parameter study. Table 3 shows the parameter variation considered within the study. The bold numbers are the reference values of the parameters.

2.3.1 Critical energy release rate

The influence of the critical energy release rate $G_{c,i}$ on the force-displacement curve is shown in Figure 9. The critical energy release rate has no influence on the initial gradient of the force-displacement curve until crack initiation. According to the traction-separation law, the critical energy release rate only has an influence on the degradation process. That is why for all values of the crit-
2.3.2 Interface strength

In Figure 10 the influence of the interface strength $t_0^i$ on the force-displacement curve is shown. The critical interface strength defines the crack initiation. The smaller the critical interface strength, the smaller the force maximum and the corresponding displacement. The critical interface strength has no influence on the initial gradient of the force-displacement curves, which remains identical until crack initiation. The gradients of the load drop are different because the interface strength changes the ratio of the portions of the critical energy release rate before and after crack initiation.

2.3.3 Initial interface stiffness

Figure 11 shows the force-displacement curves for three initial interface stiffnesses $K_{p,i}$ of $50 \times 10^3 \, N/mm^3$, $100 \times 10^3 \, N/mm^3$ and $200 \times 10^3 \, N/mm^3$. The initial interface stiffness influences several factors in the force-displacement curve: The higher the initial interface stiffness, the higher is the initial slope of the force-displacement curve. This in turn increases the maximum force and decreases the corresponding displacement. As the initial interface stiffness increases but the interface strength $t_0^i$ is kept constant, crack initiation occurs at a smaller critical displacement $\delta_0^i$.

The percentage deviations from the simulation using the reference value of $K_{p,i} = 100 \times 10^3 \, N/mm^3$ are listed in Table 3. The global displacement at crack initiation is mostly influenced by the initial interface stiffness. The difference to the reference simulation is 31.5 % for

---

**Table 3 – Variation of the traction-separation law parameters with reference values (bold)**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Range of values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{c,i}$</td>
<td>$0.04 \rightarrow 0.4 \rightarrow 0.8 , N/mm$</td>
</tr>
<tr>
<td>$K_{p,i}$</td>
<td>$50 \times 10^3 \rightarrow 100 \times 10^3 \rightarrow 200 \times 10^3 , N/mm^3$</td>
</tr>
<tr>
<td>$t_0^i$</td>
<td>$25 \rightarrow 50 \rightarrow 75 , MPa$</td>
</tr>
</tbody>
</table>
The procedure for calibration Variant A is shown in Figure 12. Four steps are used to determine the unknown geometry parameters $l_{fr}$ (free fiber length) and the others are the traction-separation law parameter of Mode II: The energy release rate $G_{c,II}$, the critical interface strength $t_{II}^0$ and the initial interface stiffness $K_{p,II}$. These parameters have the greatest influence on the force-displacement curve. The remaining mode-dependent traction-separation law parameters are defined by the following ratios, which are assumed based on literature data [2, 16, 20, 22], cf. Table 5. In addition, the thermal prestress induced by a temperature difference of $\Delta T = -103$ K is taken into account.

The aim of the calibration is to depict the characteristic quantities $F_d$, $u_A$ and $F_{max}$ from the reference experiment by [30], see Table 6. The three calibration variants are described in the following.

### 2.4 Calibration variants

The parametric study reveals a complex interaction of the influences of the different interface parameters on the global force-displacement curve. Thus, the interface parameters cannot be derived directly from a specific characteristic value of the curve. Therefore, three methods are presented in the following which could be used to determine the interface parameters from force-displacement curves obtained in single fiber pull-out tests.

There are four model parameters to be defined by the calibration: The first is the unknown geometry parameter $l_{fr}$ (free fiber length) and the others are the traction-separation law parameter of Mode II: The energy release rate $G_{c,II}$, the critical interface strength $t_{II}^0$ and the initial interface stiffness $K_{p,II}$. These parameters have the greatest influence on the force-displacement curve. The remaining mode-dependent traction-separation law parameters are defined by the following ratios, which are assumed based on literature data [2, 16, 20, 22], cf. Table 5. In addition, the thermal prestress induced by a temperature difference of $\Delta T = -103$ K is taken into account.

The aim of the calibration is to depict the characteristic quantities $F_d$, $u_A$ and $F_{max}$ from the reference experiment by [30], see Table 6. The three calibration variants are described in the following.

#### 2.4.1 Variant A

The procedure for calibration Variant A is shown in Figure 12. Four steps are used to determine the unknown parameters $l_{fr}$, $K_{p,II}$, $t_{II}^0$ and $G_{c,II}$. All four parameters are determined using the analytical model of Zhandarov et al. [29] and the analytical equations from [15, 28, 31].

In the first step the free fiber length $l_{fr}$ is calculated. For this purpose,

$$l_{fr} = \frac{\pi r_f^2 E_f}{F_d} \left( u_A - \frac{F_d}{\pi r_f^2 E_f} \tanh \left( \frac{\beta l_e}{2} \right) \right)$$

(3)

developed by Zhandarov et al. [29] is used. Herein, $E_f$ and $E_m$ are the Young’s moduli of the fiber and the matrix, $r_f$ and $r_m$ are the radius of the fiber and the matrix.

#### 2.4.2 Variant B

Figure 13 shows the procedure for calibration Variant B. In the first step, the interface stiffness $K_{p,II}$ is calculated as in Variant A using the analytical equations and thus $K_{p,II} = 120000$ N/mm$^3$. In the second step, the free fiber length $l_{fr}$ is now adjusted to force the force-displacement curve to run through Point A at $(u_A, F_d)$. In the third step, $l_{fr}^0$ is set so that crack initiation takes place at Point A at $(u_A, F_d)$. In the fourth step $G_{c,II}$ is

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Calculate $l_{fr}$ from Eq. (3)</td>
</tr>
<tr>
<td>2</td>
<td>Calculate $t_{II}^0$ (alternative method) and $\delta_{II}^0$ (analytical method)</td>
</tr>
<tr>
<td>3</td>
<td>Calculate $K_{p,II}$ using $t_{II}^0$ and $\delta_{II}^0$</td>
</tr>
<tr>
<td>4</td>
<td>Calculate $G_{c,II}$ (analytical model)</td>
</tr>
</tbody>
</table>

**Figure 12 – Calibration Variant A**

$l_m$ is the length of the matrix in the real experiment, $l_e$ is the embedded length of the fiber and $F_d$ is the force when debonding starts and $u_A$ is the corresponding displacement. Please note that $l_m$ differs from $l_e$, because the FE model is built up with reduced dimensions. Evaluating Equation (3) results in $l_{fr} = 0.511$ mm. To use the cohesive zone model, the initial interface stiffness

$$K_{p,II} = \frac{t_{II}^0}{\delta_{II}^0}. \quad (4)$$

can be determined with the traction-separation law.

To use Equation (4), the critical interface strength $t_{II}^0$ is calculated with the alternative method by [30, 31] and $\delta_{II}^0$ is obtained using the analytical model by [29]. The parameter $\delta_{II}^0$ indicates the relative displacement of the contact surfaces of fiber and matrix. This corresponds to the critical displacement

$$\delta_{II}^0 = \frac{P_d}{\pi r_f^2 E_f} \tanh \left( \frac{\beta l_e}{2} \right)$$

(5)

of the interface up to Point A [29]. The obtained values are $t_{II}^0 = 100.35$ MPa and $\delta_{II}^0 = 0.835$ $\mu$m. This yields $K_{p,II} = 120000$ N/mm$^3$. In the fourth step the calculation of $G_{c,II}$ is $0.6$ N/mm follows according to [29].
2.4.3 Variant C

Figure 14 shows the procedure for Variant C. A value of \( \gamma = 1.75 \) is chosen. This is comparable to the value obtained by Variant B, where \( \gamma = 1.75 \). Figure 14 shows the procedure for Variant C.

2.4.4 Comparison of the calibration variants

Table 7 shows the calibrated parameters and the characteristic values of the calculated force-displacement curve of the three variants. It can be seen that Variants

---

Table 4 – Characteristic values of force-displacement curve obtained for different initial interface stiffnesses compared to the reference simulation with \( K_{p,II} = 100 \times 10^3 \text{N/mm}^3 \)

<table>
<thead>
<tr>
<th>Reference simulation with ( K_{p,II} = 100 \times 10^3 \text{N/mm}^3 )</th>
<th>( K_{p,II} = 50 \times 10^3 \text{N/mm}^3 )</th>
<th>( K_{p,II} = 200 \times 10^3 \text{N/mm}^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial gradient of curve</td>
<td>23.3 N/mm</td>
<td>-4.3 %</td>
</tr>
<tr>
<td>Crack initiation (displacement)</td>
<td>6.2 μm</td>
<td>31.5 %</td>
</tr>
<tr>
<td>Maximum force</td>
<td>0.27 N</td>
<td>-2.8 %</td>
</tr>
<tr>
<td>Displacement at maximum force</td>
<td>12.4 μm</td>
<td>1.2 %</td>
</tr>
</tbody>
</table>

Table 5 – Assumed relations between mode dependent traction-separation law parameters

<table>
<thead>
<tr>
<th>Normal fracture mode</th>
<th>shear fracture modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_{c,I} = 1/25 \cdot G_{c,II} )</td>
<td>( G_{c,III} = G_{c,II} )</td>
</tr>
<tr>
<td>( t_{f,I} = 2/3 \cdot t_{f,II} )</td>
<td>( t_{f,III} = t_{f,I} )</td>
</tr>
<tr>
<td>( K_{p,II} = K_{p,II} = K_{p,III} )</td>
<td></td>
</tr>
</tbody>
</table>

Table 6 – Characteristic values for calibration

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_{d} )</td>
<td>0.1875 N</td>
</tr>
<tr>
<td>( u_{A} )</td>
<td>0.01 mm</td>
</tr>
<tr>
<td>( F_{\text{max}} )</td>
<td>0.2487 N</td>
</tr>
</tbody>
</table>

modified in order to give a simulated maximum force \( F_{\text{max}} \) which is equal to the maximum force of the experiment \( F_{\text{max}} \). Calibration Variant B yields \( l_{f} = 0.47 \text{ mm} \), \( t_{f,II} = 118 \text{ MPa} \) and \( G_{c,II} = 0.1 \text{ N/mm} \).

To determine the model parameters, an iterative procedure is necessary. In the first step \( K_{p,II} \) is estimated. In step two, the free fiber length \( l_{f} \) is adjusted as described in Variant B. Now, analogous to Variant B, \( t_{f,II}^0 \) is set so that the crack initiates at the displacement \( u_{A} \). At the same time the critical energy release rate

\[
G_{c,II} = \frac{\gamma (l_{f})^2}{2K_{p,II}} \tag{6}
\]

is calculated as a function of \( t_{f,II}^0 \), \( K_{p,II} \) and \( \gamma \). Then \( F_{\text{max}} \) is checked as a second criterion by comparing the simulated value \( F_{\text{max}} \) with the value from the experiment \( F_{\text{max}} \). If \( F_{\text{max}} \) is too large, \( K_{p,II} \) is decreased; if \( F_{\text{max}} \) is too small, \( K_{p,II} \) is increased. The steps are repeated iteratively until \( F_{\text{max}} \) and \( F_{\text{max,exp}} \) are equal within a given tolerance of \( \epsilon < 2 \% \). The calibration by Variant C yields \( K_{p,II} = 85000 \text{ N/mm}^3 \), \( t_{f} = 0.466 \text{ mm} \), \( t_{f}^0 = 95.5 \text{ MPa} \) and \( G_{c,II} = 0.107 \text{ N/mm}^3 \).

2.4.4 Comparison of the calibration variants

Table 5 shows the characteristics of the calculated force-displacement curve of the three variants. It can be seen that Variants
B and C deliver similar parameters and that the characteristic quantities correspond to the values from the experiment, see Table 6. In Variant A, in which the parameters are calculated from the analytical equations, the characteristic quantities do not match those from the force-displacement curve from the experiment. This can be explained by the different assumptions of the analytical models used for calibration, e.g., for the calculation of the thermal prestresses or for the consideration of the interface friction force. Additionally, the interface parameters $t_{\text{II}}^0$ and $G_{c,\text{II}}$ are calculated by the analytical models with consideration of the interface friction, which is not captured by the cohesive zone model. This is also the reason for the lower values of $t_{\text{II}}^0$ and $G_{c,\text{II}}$ for Variant A compared to Variant B and C. The parameters of the latter are calibrated directly to fit the experimental characteristic values of Table 6 and therefore incorporate the frictional effect in an indirect manner. Hence, only the Variants B and C are suitable for the calibration of the cohesive zone model. For these variants, one of the parameters to be calibrated must be specified in advance to determine the other parameters. This does not result in a unique solution for calibration. Comparing Variant B and C, Variant C is more time consuming than Variant B. An advantage of Variant C is that no analytical parameter has to be used and the parameters can be directly fitted to the experimental characteristics without additional assumptions.

### Table 7 – Resulting model parameters and characteristic values from calibration Variants A, B and C in comparison

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variant A</th>
<th>Variant B</th>
<th>Variant C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{\text{fr}}$ [mm]</td>
<td>0.551</td>
<td>0.47</td>
<td>0.466</td>
</tr>
<tr>
<td>$K_{p,\text{II}}$ [$N/mm^3$]</td>
<td>$120 \times 10^3$</td>
<td>$120 \times 10^3$</td>
<td>$85 \times 10^3$</td>
</tr>
<tr>
<td>$t_{\text{II}}^0$ [MPa]</td>
<td>100</td>
<td>118</td>
<td>95.5</td>
</tr>
<tr>
<td>$G_{c,\text{II}}$ [$N/mm$]</td>
<td>0.06</td>
<td>0.1</td>
<td>0.1073</td>
</tr>
<tr>
<td>$\gamma$ [-]</td>
<td>1.44</td>
<td>1.72</td>
<td>2</td>
</tr>
<tr>
<td>$u_A$ [mm]</td>
<td>0.0083</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$F_d$ [N]</td>
<td>0.1468</td>
<td>0.1874</td>
<td>0.18745</td>
</tr>
<tr>
<td>$F_{\text{max}}$ [N]</td>
<td>0.1752</td>
<td>0.2489</td>
<td>0.2485</td>
</tr>
</tbody>
</table>

Figure 15 shows the force-displacement curves of the experiment and the calibration Variants A, B and C of the FE model. It can be seen that the maximum force as well as the crack initialization point of the force-displacement curves of Variant B and C correspond with the experiment. For Variant A, both the initial gradient up to Point A, as well as the displacement at the force maximum and the force maximum itself are less accurate compared to the other variants. The estimates from the analytical models can therefore not be readily adopted to the cohesive zone approach. The curves of the force-displacement diagram of all three variants differ from the experiment. The first range up to the crack initialization Point A is linear in the FE model. In the experiment, this shows a non-linearity. One reason could be the idealized matrix form which is used in the FE model and therefore the range up to Point A cannot be mapped exactly [25, 26]. Another reason could be material non-linearities, which can occur under high deformation in the matrix material and are not considered [29]. The displacement at the force maximum is about 24% smaller in the FE model of Variant B and C than in the experiment. This can be explained by the fact that the interface behavior is not accurately represented with the traction-separation law. In order to reduce the slope of the curve.

![Figure 15 – Comparison of the calibration variants with the experiment](image-url)
in the section from Point A to B compared to the section from O to A, a faster crack growth should be mapped in the traction-separation law. At the same time, an interface friction force would have to counteract the crack growth, resulting in a higher displacement at the force maximum. This phenomenon cannot be depicted by the traction-separation law, because the degradation behavior does not include a constant friction force. This can also be seen when the fiber is completely separated from the matrix. At that point the load drops to 0 N. A frictional force must be modeled here as well. For a more precise representation of the force-displacement behavior, the interface friction force should therefore be taken into account in the traction-separation law.

3 Peridynamic simulation

3.1 Failure in peridynamics

In the following the pull out analysis with a peridynamic model will be presented. Due to the formulation the hope is that a similarly good solution can be achieved with fewer parameters compared to the continuum mechanical solution. Peridynamics describe a non local continuum model. Each material point is influenced by all other material points that are located in its horizon radius \[18\]. The interaction of the material points is defined by bonds. To determine if damage occurs, a criterion has to be used to evaluate the bond behavior locally. Foster et al. \[7\] and Willberg et al. \[23\] derived a maximum elastic bond potential value \(w_c\). The elastic bond for the three-dimensional \(w_c = \frac{4G_0}{\pi\delta^3}\) (7) and for the two-dimensional case \(w_c = \frac{3G_0}{\pi\delta^3 h}\) (8) depends on the energy release rate \(G_0\) and the horizon \(\delta\). For the two-dimensional case, the bond potential value depends on the thickness \(h\), too. If \(w_c\) exceeds a critical value, damage initiates due to a bond failure. If the critical strain is reached, the bond is released \[19\]. For tracing the crack, a damage variable is used which is calculated by dividing the number of released bonds of a material point by the total number of initial bonds of this point.

3.2 Peridynamic model

3.2.1 Material

The material data is taken from Table 1. An isotropic linear-elastic material model is used for the fiber and matrix. Comparative values from the literature are used for the density. The density of the Araldite L556 epoxy resin is about 1.2 \(g/cm^3\) \[10\]. For glass fiber a density of 2.56 \(g/cm^3\) \[5\] is used.

3.2.2 Model geometry and boundary conditions

The peridynamic model is shown in Figure 16. The structure is divided into fiber and matrix. In peridynamics, three-dimensional models are generated. This model is two-dimensional with a row of points in z-direction. This simplification is assumed, because a complete three-dimensional description of the fiber and matrix would lead to a high computational effort, because the number of material points would be significantly higher compared to the two-dimensional simplification. The possibility of an axisymmetric model is not yet implemented in the software. A further possibility would be the symmetrical view of the model. This is not used because the influence of the boundary conditions should be avoided. In order to consider the influence of rotational symmetry, the volume of the elements is increased with increasing distance from the symmetry line of the model. The volume for an element is

\[V_R = dx^2 |R| \pi,\]

(9)

where \(dx\) is the distance between the material points and \(R\) is the radius of the axisymmetric model. In Figure 17, the adaptation of the volume is shown qualitatively.

The length of the fiber \(l_{ges}\), the free fiber length \(l_{fr}\) and the embedded fiber length \(l_e\), are reduced compared to the reference experiment in order to reduce the computational effort and to shorten the computational time until the crack is detected. Due to the elastic strain of the fiber, the global displacement required for crack initialization becomes larger, the longer the free fiber length is. By reducing the embedded fiber length, the number of material points in the fiber and matrix and
the global displacement can be reduced. For the free fiber length, $l_{fr} = 50 \mu m$ is defined. With $l_e = 60 \mu m$ the embedded fiber length is 47% of the embedded fiber length in the reference experiment. For the matrix dimensions the lengths $l_x = 532 \mu m$ and $l_y = 464 \mu m$ are assumed. The matrix dimensions are chosen larger compared to the FE model, because the boundary effects due to the clamping have a stronger influence on the deformation at the fiber-matrix interface. The matrix dimensions are increased to such an extent that no influence of the boundary can be detected. In addition, the material points are arranged symmetrically, since asymmetry could have side effects on the calculation.

The fiber is shown with Blocks 1 and 2 in Figure 16. At Block 2 the load is defined. A load velocity $v$ in positive $x$-direction is applied, which has a value of $v = 0.1 mm/s$. The load velocity is about 100 times higher than the load velocities used in the real experiment [29]. The velocity is selected higher in order to reduce the calculation effort for the same end displacement applied. The consequence of a higher speed is a greater inaccuracy, because a higher force impulse acts on the system in a shorter time and thus results in a higher oscillation amplitude in the force response. The influence of a higher speed should be investigated in further studies.

The matrix is divided into Blocks 3–7. Block 7 represents the bearing which prevents displacement in $x$- and $y$-direction. Since the dimensions of the model are close to the real size of the matrix diameter of 1.25 mm, the bearing is only applied in the lower part of the matrix. The Blocks 3–6 differ in the distance between the material points, the horizon radius and the state of damage. In Blocks 1–2 the distance of the material points is the same. In Blocks 5–7, the distance between the material points is increased to reduce the calculation effort. Since the crack is expected in Block 3, the damage is only activated there. No damage is assumed in the remaining blocks to reduce the numerical cost by running the damage evaluation routine. Also for the connected fiber model in Block 2 no damage model is activated. This is because the critical energy release rate evaluated in this region corresponds to the fiber. Therefore, it is drastically larger compared to the matrix material and no bond failure is expected. This results in a total number of 9572 material points. An overview of the blocks and a description is shown in Table 8.

An explicit solution algorithm is used for the calculation. To reduce the simulation time, a mass scaling of $10^3$ is applied.

3.3 Cracking

In this section, the simulated crack process of the peridynamic model is presented. Six different points in time (a–f) are selected from the calculation, which represent the crack propagation in the structure. The points of time are assigned to the force-displacement curve in Figure 18, and Figure 19 shows the visualization of the crack propagation using the damage variable.

The crack initiation at Point A can be recognized in the force-displacement curve by the fact that the system response has a higher oscillation amplitude than the previous curve. The crack initiation starts at the Point $x = 0$. It can be seen that the crack starts three material points next to the fiber edge. In addition, damage occurs

<table>
<thead>
<tr>
<th>Block</th>
<th>Part</th>
<th>Distance of points</th>
<th>Horizon radius</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fiber</td>
<td>2.223 $\mu m$</td>
<td>8.915 $\mu m$</td>
</tr>
<tr>
<td>2</td>
<td>Fiber</td>
<td>2.223 $\mu m$</td>
<td>8.915 $\mu m$</td>
</tr>
<tr>
<td>3</td>
<td>Matrix</td>
<td>2.223 $\mu m$</td>
<td>8.915 $\mu m$</td>
</tr>
<tr>
<td>4</td>
<td>Matrix</td>
<td>2.223 $\mu m$</td>
<td>8.915 $\mu m$</td>
</tr>
<tr>
<td>5</td>
<td>Matrix</td>
<td>6.669 $\mu m$</td>
<td>26.74 $\mu m$</td>
</tr>
<tr>
<td>6</td>
<td>Matrix</td>
<td>15.56 $\mu m$</td>
<td>62.40 $\mu m$</td>
</tr>
<tr>
<td>7</td>
<td>Matrix</td>
<td>15.56 $\mu m$</td>
<td>62.40 $\mu m$</td>
</tr>
</tbody>
</table>
below the fiber bottom in the matrix, see Figure 19b–c. Both initiation points are Mode I dominated. The results correspond to the crack formation process of the FE model and the experimental findings. The damage index in Peridynamics differs from that used in the finite element model. It is defined as the lost bonds of a material point in relation to all its original bonds. Therefore, an index of 0.5 means that 50% of all bonds are lost. The point in time shown in Figure 19c is directly before the load drop in Figure 18c. The load drop is caused by an unstable crack growth which is shown in Figure 18d–f. The crack propagation is Mode II dominated. First, the crack grows parallel on the left and right side of the matrix half and then joins the crack below the fiber ground, see Figure 19d. Then the crack continues to develop below the fiber and runs along the axis of symmetry, cf. Figure 19e. The crack growth leads up to Block 4, where the damage is deactivated. The crack in the axis of symmetry seems to be favored by the unstable crack propagation and the low volume in the axis of symmetry. Due to the adjusted volume because of the rotational symmetry, see Figure 17, the smallest volume is located in the axis of symmetry. Therefore, this is the critical point at which crack propagation occurs. This is followed by the complete separation of the fiber from the matrix, cf. Figure 19f. In this figure the fiber is no longer present in this image area, due to the scaling of the deformation. It must be noted that the vertically crack growth in the center of the model occurs, because no axisymmetric model was used. This leads to an over-

### Table 9 – Parametric study of the model parameter

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical energy release rate $G_c$</td>
<td>0.05 0.1 0.15</td>
</tr>
<tr>
<td>Horizon radius $\delta$</td>
<td>3dx 4dx 5dx</td>
</tr>
</tbody>
</table>

**Figure 20** – Influence of the energy release rate on the force-displacement curve

estimation of bond energy and therefore to a failure of these bonds.

### 3.4 Parameter study

In this section the influence of the critical energy release rate $G_c$ and the horizon radius $\delta$ on the force-displacement curve is examined. The range in which these parameters are varied is shown in Table 9. The bold numbers indicate the reference values of the parameters. The free fiber length $l_{fr}$ is chosen to be 50 µm. The remaining material and model parameters are taken from Section 3.2.2.

#### 3.4.1 Critical energy release rate

Figure 20 shows the influence of the critical energy release rate on the force-displacement curve. The initial slope of the curves is the same for different critical energy release rates, which can be seen from the fact that the curves overlap. The higher the critical energy release rate $G_c$, the greater the displacement at the force maximum and the greater the force maximum $F_{\text{max}}$. The maximum force at the force-displacement curve is 0.052 N with the parameter $G_c = 0.05 \text{N/mm}$. If the critical energy release rate is doubled to $G_c = 0.1 \text{N/mm}$, the maximum force $F_{\text{max}}$ increases by 44%, if the critical energy release rate is tripled to $G_c = 0.15 \text{N/mm}$, the maximum force $F_{\text{max}}$ increases by 79%.
3.4.2 Horizon radius

Besides the discretization, the horizon radius has an influence on the peridynamic solution. Figure 21 shows the influence of the horizon radius on the force-displacement curve. It shows that with a larger horizon radius the displacement of the force maximum and the force maximum itself becomes larger. This leads to a larger displacement at the force maximum. This means that the problem is not fully converged, besides the fact that the initial gradient with different horizon radius remains the same. If the horizon is reduced to zero and the material points are increased to infinity the model is not valid as it is for classical continuum mechanical models. Therefore, for convergence the initiation of the crack is chosen as measure. If this value changes marginally the model is assumed converged, because there is no underlying analytical description of this type of crack propagation problem. Compared to the reference parameter of $\delta = 4dx$ leading to a maximum force of $F_{\text{max}} = 0.074 \text{ N}$, the maximum force increases by 12 % using $\delta = 5dx$ and decreases by 7 % with $\delta = 3dx$.

3.5 Comparison of peridynamic model to FE model

A calibration of the peridynamics model with the experiment is not possible. Here, an adjustment of the free fiber length would be necessary to reach the necessary end displacement of the experiment. The simulation of the experimental end displacement by means of the peridynamic model is connected with a high computational effort. This is why it is not included in this paper. Instead, the peridynamic model is compared with the FE model. For the comparison of the FE model and the peridynamic model the same dimensions for the free fiber length with $l_{\text{ff}} = 50 \mu\text{m}$ and the embedded fiber length $l_{\text{e}} = 60 \mu\text{m}$ are chosen, which are also used in the peridynamic calculations in Section 3.2.2. The matrix dimensions are carried out model-specific, as described in the respective modeling. The matrix dimensions are not chosen to be the same, because the boundary effects have a different influence on the displacement in the different models.

Figure 22 compares the force-displacement curves of the two numerical models. The model parameters for the FE model are taken from the model calibration with Variant B. This results in an energy release rate of $G_{c,\Pi} = 0.1 \text{ N/mm}$ and a critical interface strength of $t_{\text{II}}^0 = 118 \text{ MPa}$. The thermal prestressing is not taken into account, since it is also not considered in the peridynamic model. For the peridynamic model, the critical energy release rate is $G_c = 0.1 \text{ N/mm}$ and the horizon radius is set to $\delta = 8.9156 \mu\text{m}$.

One difference between the models is the influence of the displacement, which is visible in the boundary conditions. The peridynamic model requires a more than 17 times larger matrix dimension than the FE model. A second difference is the crack path, which is not aligned along the real interface line, but is located three material points away from the fiber in the matrix due to its nonlocal nature. On the contrary to the FE based model where the crack path is predefined in the peridynamic model the crack could occur everywhere. However, for denser discretization the crack path will be nearer to the interface. The crack propagation is similar in the FE model and the peridynamic model, see Section 3.3. In both models, the crack initiation starts at $x = 0$. In the peridynamic simulation, the fiber bottom debonding takes place at an earlier displacement than the unstable crack growth. This is not the case with the FE model with an embedded fiber length of $l_{\text{e}} = 129 \mu\text{m}$, where the fiber debonding occurs together with the unstable crack growth. However, using the embedded fiber length of $l_{\text{e}} = 60 \mu\text{m}$ the crack occurs earlier, too, which can be seen by a discontinuity in the force-displacement curve. This is followed by the unstable crack growth in both models. The force-displacement curve of the FE model and the peridynamic model are qualitatively similar, see
Figure 22. The range until crack initiation is linear for both models, after that the curve becomes slightly non-linear. The force maximum is followed by an abrupt load drop down to a force close to 0 N. The model curves differ quantitatively. The initial slope of the peridynamics simulation is about three times lower than the FE model. This is a result of the differently structured models. In the peridynamic model the axisymmetry can only be partially represented. The coupling of the model halves is neglected. This could be an explanation for lower stiffness of the model.

Because the peridynamic implementation is not yet so technically mature, there are large deviations from the FE solution generated with a commercial software. However, the simulations with the peridynamic model show the advantages of the method compared to the FE method: The number of model parameters needed is smaller, e.g. no initiation criterion is needed. Since the interface failure parameters are difficult to determine experimentally, Peridynamics offer the chance to support this numerically. The free crack propagation is in principle also realizable with fracture mechanical models, which are included within a FE software. In this case the computational times are comparable to a peridynamic modeling. The advantage of the peridynamic modeling presented here is that no additional models for direction of the crack propagation have to be calculated. Therefore, the failure patterns can be determined in advance for more complex load conditions. A cohesive zone based modeling does not offer this possibility, although there are concepts which implement cohesive zones between all element boundaries. In contrast, the direction of crack propagation is defined in advance, which is absolutely permissible for interface analyses and leads to significantly more efficient analyses. The peridynamic model was run with eight CPUs on a 2.9 GHz Intel Xeon E5-2690 processor and needs eight hours for calculation. The solution of the FE model takes only 80 minutes on two CPUs.

Further investigations in this area are necessary to improve the numerical efficiency. Axisymmetric peridynamic models presented by Zhang and Qiao [32] and peridynamic cohesive zones [24] are two promising approaches to close the efficiency gap for this type of analysis.

4 Conclusions

Numerical simulations of the fiber-matrix debonding in single fiber pull-out tests were carried out with an FE model using the cohesive zone approach and a peridynamic model. The aim of the simulation was to determine the interface parameters for the respective model. In the FE model, the traction-separation law parameters of Mode II and the free fiber length have the greatest influence on the simulated pull-out test results and thus on the force-displacement curves. Different calibration variants were developed, whereby for Variants B and C the characteristic points of the reference experiment are captured. However, there is no unique solution, because there are more unknown parameter than information for calibration. Since the interface friction force is not considered in the traction-separation law, it can be assumed that the critical energy release rate for Mode II is overestimated by the calibration Variants B and C.

In the peridynamics model, the energy release rate and the horizon radius play a decisive role in addition to the free fiber length. A calibration was not possible within the present study, because the computational effort for the model is too large. For a final calibration of the peridynamic model, the possibility of axisymmetric modeling has to be implemented in Peridigm to be able to reduce the model size and therefore the computational effort. This allows to consider the original fiber length used in the experiment which is an important aspect for parameter identification. Afterwards, convergence of the peridynamic solution regarding distance of material points and horizon radius has to be ensured which could not be achieved within this study. Using this further developed model, the critical energy release rate $G_0$ defined for initiation of bond release in Peridigm can be adapted in the calibration process.

**Code Availability:** The finite element analyses in the present paper have been performed using ABAQUS© 2018. The source code of the software Peridigm used for the peridynamic simulations is available under

https://github.com/PeriDoX/PeriDoX

(BSD 3-Clause license).
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